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ABSTRACT 

 Biomarker discovery and statistical modeling reveals the brain activity that 

supports brain function and dysfunction. Detecting abnormal brain activity is critical for 

developing biomarkers of disease, elucidating disease mechanisms and evolution, and 

ultimately improving disease course. In my thesis, we develop statistical methodology to 

characterize neural activity in disease from noisy electrophysiological recordings. 

 First, we develop a modification of a classic statistical modeling approach - 

multivariate Granger causality - to infer coordinated activity between brain regions. 

Assuming the signaling dependencies vary smoothly, we propose to write the history terms 

in autoregressive models of the signals using a lower dimensional spline basis. This 

procedure requires fewer parameters than the standard approach, thus increasing the 

statistical power. we show that this procedure accurately estimates brain dynamics in 

simulations and examples of physiological recordings from a patient with 

pharmacoresistant epilepsy. This work provides a statistical framework to understand 

alternations in coordinated brain activity in disease. 

 Second, we demonstrate that sleep spindles, thalamically-driven neural rhythms (9-

15 Hz) associated with sleep-dependent learning, are a reliable biomarker for Rolandic 
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epilepsy. Rolandic epilepsy is the most common form of childhood epilepsy and 

characterized by nocturnal focal epileptic discharges as well as neurocognitive deficits. We 

show that sleep spindle rate is reduced regionally across cortex and correlated with poor 

cognitive performance in epilepsy. These results provide evidence for a regional disruption 

to the thalamocortical circuit in Rolandic epilepsy, and a potential mechanistic explanation 

for the cognitive deficits observed.  

 Finally, we develop a procedure to utilize delta rhythms (2-4 Hz), a sensitive 

biomarker for Angelman syndrome, as a non-invasive measure of treatment efficacy in 

clinical trials. Angelman syndrome is a rare neurodevelopmental disorder caused by 

reduced expression of the UBE3A protein. Many disease-modifying treatments are being 

developed to reinstate UBE3A expression. To aid in clinical trials, we propose a procedure 

that detects therapeutic improvements in delta power outside of the natural variability over 

age by developing a longitudinal natural history model of delta power.  

 These results demonstrate the utility of biomarker discovery and statistical 

modeling for elucidating disease course and mechanisms with the long-term goal of 

improving patient outcomes. 
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1 CHAPTER ONE 

Introduction 

 Translational and statistical neuroscience provides a rigorous framework to 

characterize and elucidate disease. Broadly, translational neuroscience research aims to 

develop understanding of disease mechanisms and evolution, and ultimately improve 

disease course (Engel Jr, 2011). Statistical neuroscience research furthers the aim of 

understanding brain function and dysfunction via the development of methodology to 

extract structure from noisy neural data (Kass et al., 2018; Kramer & Eden, 2016). Neural 

data, either the activity of individual or populations of neurons, provides information on 

how the brain perceives and processes the world. Statistical models can reveal these 

mechanisms by characterizing patterns in the brain, e.g., how brain regions couple to 

perform functions, and uncertainty in those patterns (Kass, Eden, & Brown, 2014). 

Neurological disorders may disrupt these patterns in stereotyped ways revealing the 

neurophysiology of disease and providing potential therapeutic targets. 

 In this dissertation, I develop methodology to discover and leverage biomarkers 

from electrophysiological recordings of populations of neurons to elucidate neural 

mechanisms in disease and to measure therapeutic impact. In this introduction, I review the 

relevant neuroscience, medicine, and statistics background for this work. In Chapter 2, I 

present a method for which to characterize coupling between brain regions. In Chapter 3, 

I show how lack of normal sleep patterns can cause cognitive impairment in a common 

childhood epilepsy. Finally, in Chapter 4, I demonstrate how abnormal brain activity can 

be used to track disease progression due to efficacious treatment. 
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1.1 Electrophysiological Recordings 

1.1.1 Background 

1.1.1.1 Electroencephalogram 

The electroencephalogram (EEG) measures brain activity from electrodes placed 

on the scalp. The electrodes detect voltage activity predominantly from the postsynaptic 

potentials of cells. Because the cerebral cortex has a columnar structure, the scalp 

electrodes detect summed activity from the vertically-oriented pyramidal cells rather than 

cancelled activity (Laureys, Gosseries, & Tononi, 2015; Nunez & Srinivasan, 2006). The 

advantages of EEG are that it is non-invasive, has a high temporal resolution on the order 

of milliseconds, and covers the entire cortex (Nunez & Srinivasan, 2006). However, despite 

covering a broad spatial extent, there is poor spatial resolution due to volume conduction 

from the signals traveling though the skull and scalp so each electrode detects activity 

coming from approximately 10 cm2 of cortex (Kramer & Eden, 2016; Laureys et al., 2015). 

Analogously, the scalp electrodes detect a mixture of signals arising from cortex like a 

microphone in a crowded room detects a mixture of voices. Source-localization is a 

technique to achieve higher spatial resolution by projecting the activity from the relatively 

low-dimensional electrodes on scalp onto a high-dimensional source space on cortex and 

de-mix the signal. The projection is constrained by using biophysical modeling based on 

known physical properties of the system such as the electrical conductance of the tissues 

and geometry of the skull (Hamalainen & Sarvas, 1987; Laureys et al., 2015).  
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1.1.1.2 Oscillations 

In contrast to neural spiking in which spike timing encodes information (Kass et 

al., 2018), for electrophysiological recordings, it is the shape and pattern of the brain’s 

electrical activity, i.e., rhythms, that encode information and communication between brain 

regions (Buzsáki & Draguhn, 2004; Fries, 2015; Uhlhaas, Roux, Rodriguez, Rotarska-

Jagiela, & Singer, 2010). Oscillations represent the interplay between inhibition and 

excitation in neuronal populations. Due to synaptic and axonal conductance delays, high 

frequency oscillations recruit local cortical activity whereas low frequency oscillations 

recruit activity broadly across cortex (Buzsáki, 2006; Buzsáki & Watson, 2012). 

Oscillations have been shown to have a strong functional relevance for coordinating 

and consolidating information (Buzsáki, 2006). The first example of functional oscillatory 

activity in humans was discovered by Dr. Hans Berger who identified prominent alpha 

band (8-12 Hz) activity in a human subject with eyes closed during rest (Berger, 1929; 

Kramer & Eden, 2016). Oscillations are conventionally divided into frequency bands each 

having specific associations with different functions: delta (1-4 Hz), theta (4-8 Hz), alpha, 

beta (12-30 Hz) and gamma (>30 Hz) (Buzsáki, 2006; Engel & Fries, 2010). Demonstrated 

in sleep EEG, brain rhythms evolve over development with regional specificity. Lower 

frequencies tend to decline while high frequencies gradually increase; lower frequencies 

are more prominent in the posterior regions in childhood and higher frequencies are more 

prominent in frontal and centrotemporal regions in adolescence. The temporal and spatial 

characteristics that vary throughout development indicate that rhythms may be integral 

during critical periods of cognitive development (Chu, Leahy, Pathmanathan, Kramer, & 
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Cash, 2014). 

1.1.1.3 Appearance in states of consciousness 

Different states of consciousness, e.g., sleep and wakefulness, and restfulness and 

alertness, are associated with different frequency bands (Blumenfeld & Taylor, 2003). 

Generally, lower frequencies indicate states of diminished consciousness whereas higher 

frequencies indicate states of arousal (Laureys et al., 2015). Clinically, anesthesia, coma, 

and epileptic seizures are strongly associated with slow delta rhythms and minimal 

consciousness (Blumenfeld & Taylor, 2003; Brown, Lydic, & Schiff, 2010; Frohlich, 

Toker, & Monti, 2021). Delta oscillations are also prominent during deep sleep (Frohlich 

et al., 2021) whereas gamma oscillations and theta-gamma cross-frequency coupling are 

associated with rapid-eye movement (REM) sleep (Brankačk et al., 2012; Laureys et al., 

2015). Alpha oscillations are associated with restful wakefulness (Berger, 1929) and beta 

oscillations are associated with the maintenance of cognitive state (Pfurtscheller, Stancák, 

& Neuper, 1996), while gamma oscillations are associated with alertness (Engel & Fries, 

2010). These are only a few examples from the plethora of associations between behavior 

and function (Buzsáki, 2006) Due to the strong relationship between brain rhythms and 

state of consciousness, EEG recordings are frequently used in clinical settings, e.g., 

monitoring sleep stages or degrees of consciousness under anesthesia (Blumenfeld & 

Taylor, 2003; Brown et al., 2010). 
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1.1.2 Relevance for Disease 

1.1.2.1 EEG as biomarker  

 A biomarker is a measurement indicating presence or intensity of some normal 

biological or pathological process (Engel Jr, 2011; Strimbu & Tavel, 2010). For example, 

blood pressure is a biomarker for heart disease (Desai, Stockbridge, & Temple, 2006). 

Biomarkers are helpful in diagnosing disease, assessing the efficacy of treatments, and 

reducing exposure to ineffective therapies (Strimbu & Tavel, 2010); this is especially 

important when disease progression is difficult to track. For example, in epilepsy, seizures 

occur variably across patients, varying from once every few days to months to years; 

therefore, it can be difficult to assess the ability of a treatment in reducing seizures when 

measuring seizure frequency alone (Engel Jr, 2011). Biomarkers do not necessarily 

correlate with disease mechanisms however and so few biomarkers can be used as 

surrogate endpoints in clinical trials, i.e., a marker that can be used as a substitute 

measurement for patient health (Strimbu & Tavel, 2010). 

 Electrophysiological recordings, such as EEG, are prime candidates for biomarker 

discovery. While neuroanatomy can reveal structural abnormalities, neurophysiology 

reflects the dynamic aspects of the brain and transient brain functioning. This makes 

electrophysiological biomarkers useful for diagnosing disease, measuring severity of 

cognitive symptoms, and localizing the circuit mechanisms responsible for generating the 

abnormal physiology (Frohlich et al., 2019; Kramer et al., 2019, 2021; Ostrowski et al., 

2021). A classic example of an electrophysiological biomarker for epilepsy is the interictal 

epileptiform discharge (IED), sometimes called epileptic spikes, i.e., a large fluctuation of 
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electrical activity from a population of neurons that occur between seizures (Engel Jr, 

2011). IEDs are highly specific to epilepsy and useful for diagnosis. Rate and location of 

discharges help to differentiate between types of epilepsy (Engel Jr, 2011; Symms et al., 

1999). Because EEG is noninvasive and relatively easy to collect, electrophysiological 

biomarkers are an ideal tool to diagnose and track disease progression. 

1.1.2.2 Rolandic epilepsy 

 Rolandic epilepsy is the most common form of childhood focal epilepsy, 

accounting for approximately 10% of childhood-onset epilepsies (Astradsson, Olafsson, 

Ludvigsson, Björgvinsson, & Hauser, 1998; Hauser, 1994). Formerly, Rolandic epilepsy 

was misnamed Benign Epilepsy with Centrotemporal Spikes, labeled benign because of its 

excellent prognosis. Seizures and comorbid cognitive deficits, primarily consisting of 

sensorimotor function, naturally resolve by adolescence (Wickens, Bowden, & D’Souza, 

2017), generally two to four years after onset (Panayiotopoulos, Michael, Sanders, Valeta, 

& Koutroumanidis, 2008). Because of this, many clinicians did not treat Rolandic epilepsy 

since the cognitive side effects of the antiseizure medications were deemed worse than the 

cognitive symptoms of the disease (Fernandez, Loddenkemper, Galanopoulou, & Moshe, 

2015; Hughes, 2010). However, no seizure is benign; there is a high prevalence of long-

term psychosocial problems, including depression and anxiety, in Rolandic epilepsy 

patients likely due to the presence seizures and cognitive deficits at critical periods in 

development and social stigma against epilepsy (Camfield & Camfield, 2014). Thus, with 

growing popularity and advent of medications with fewer side effects, more clinicians are 

choosing to treat Rolandic epilepsy (Mellish, Dunkley, Ferrie, & Pal, 2015). 
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 Like other epilepsies, an electrophysiological phenotype of Rolandic epilepsy is 

IEDs; however, uniquely these discharges occur nocturnally and originate from the inferior 

Rolandic cortices, i.e., the sensorimotor cortex. While useful for diagnosis, IED rate, also 

called spike rate, does not predict seizure risk in Rolandic epilepsy (Xie, Ross, Kramer, 

Eden, & Chu, 2018) nor has it been shown to correlate with cognitive symptoms (Kramer 

et al., 2021). Recently, it has been found that the absence of healthy sleep rhythms, i.e., 

sleep spindles, correlates with the cognitive deficits that accompany the disease (Kramer 

et al., 2021), suggesting thalamocortical circuit malfunction (Beenhakker & Huguenard, 

2009). Chapter 3 explores the spatial extent of these cognitive deficits using source-

localized EEG. Unlike spikes, sleep spindles are a powerful biomarker that directly 

corresponds to a patient’s well-being. 

 Recently, Rolandic epilepsy has been recognized as an epileptic encephalopathy 

(Carvill et al., 2013), a disorder in which abnormal epileptic activity, such as spikes, is 

comorbid with cognitive impairment worse than what would be expected from the 

underlying pathology (Berg et al., 2010). Rolandic epilepsy is caused by the same mutation 

(Carvill et al., 2013; Lemke et al., 2013) and exhibits similar abnormal electrophysiological 

activity (Scheltens-De Boer, 2009) as epileptic encephalopathies. Additionally in a small 

number of cases, patients develop more severe encephalopathy, such as Landau-Kleffner 

syndrome and continuous spike-and-waves during slow sleep, and so Rolandic epilepsy is 

now considered on the spectrum of encephalopathies (Camfield & Camfield, 2014; 

Fejerman, 2009; Fejerman, Caraballo, & Tenembaum, 2000; Tovia et al., 2011). Thus, 
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biomarkers discovered for Rolandic epilepsy may be directly translatable for more severe 

epileptic encephalopathies. 

1.1.2.3 Angelman syndrome 

 Angelman syndrome (AS) is a rare neurodevelopmental disorder occurring in 1 in 

10,000 to 20,000 people and requires lifelong care (Kyllerman, 1995; Mertz et al., 2013; 

Petersen, Brøndum-Nielsen, Hansen, & Wulff, 1995a; Thibert, Larson, Hsieh, Raby, & 

Thiele, 2013). AS was first reported by Dr. Harry Angelman in 1965 describing three case 

studies of patients with now canonical characteristics of AS, such as severe cognitive delay, 

microencephaly, ataxia and easily provoked bouts of laughter (Angelman, 1965). In fact, 

AS patients reach a cognitive plateau between 27-30 months of age and are primarily 

nonverbal (Gentile et al., 2010; Peters et al., 2004). AS is also highly comorbid with 

epilepsy; approximately 80%-95% have epilepsy though the etiology is unknown (Thibert 

et al., 2013). Currently, only supportive treatments have been developed, such as 

antiseizure medications for epilepsy, therapy for aggression and melatonin for sleep 

disturbances (Buiting, Williams, & Horsthemke, 2016). 

 AS is caused by decreased expression of the UBE3A protein. In neurotypical 

subjects, only the maternal UBE3A allele is expressed in neurons, and the paternal allele 

is silenced through genomic imprinting. In AS, the maternal allele is deleted or mutated 

leading to reduced expression (Bird, 2014; Thibert et al., 2013). AS caused by a deletion, 

comprises approximately 75% of AS cases and correlates with a more severe phenotype, 

i.e., more cognitively delayed and higher susceptibility to seizures, than AS caused by a 

mutation (Buiting et al., 2016; Gentile et al., 2010).  
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 A prominent electrophysiological feature of AS is high amplitude slow oscillations 

in the delta band, present during wakefulness as well as sleep (Frohlich et al., 2020, 2019; 

Sidorov et al., 2017). Delta power is traditionally associated with states of diminished 

consciousness making the presence of these oscillations during wake even more striking 

(see section 1.1.1.3) (Frohlich et al., 2021). Delta power is higher in deletion patients 

(Frohlich et al., 2019) and correlates with worse cognitive function (Ostrowski et al., 2021). 

In a mouse model, delta power oscillations similar to AS and increased seizure 

susceptibility were induced by suppression of UBE3A in GABAergic neurons (Judson et 

al., 2016). These results suggest that therapeutics correcting the functional 

pathophysiology may improve the disease phenotype. 

 AS is a devastating disease with little known about the pathophysiological 

mechanisms leading to dysfunction (Thibert et al., 2013). However, promising disease-

modifying therapies are on the horizon that aim to reinstate UBE3A expression and restore 

cognitive function (Bi, Sun, Ji, & Baudry, 2016; Meng et al., 2015). In mouse models of 

AS, it has been shown that reinstating UBE3A expression recovered cognitive function; 

however, stronger improvement occurred with earlier UBE3A reinstatement (Meng et al., 

2015; Silva-Santos et al., 2015). Electrophysiological biomarkers such as delta power are 

critical for clinical trials to help measure target engagement, i.e., whether a therapeutic 

sufficiently increased UBE3A in the brain. Additionally, because delta power correlates 

with cognitive functioning, delta would provide a useful measure of therapeutic impact on 

patient well-being. Chapter 4 provides a model-based approach to measure changes of delta 

power due to efficacious treatment in patients with AS. 
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1.2 Mathematical Approaches to Analyze Electrophysiological Recordings 

1.2.1 Linking data to scientific hypotheses: statistical models 

1.2.1.1 Statistical models: linear models, generalized linear models, mixed effects 

models 

 Statistical models are designed to uncover relationships in data in the presence of 

noise (Kass et al., 2014). For a set of observations, (𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛),  statistical 

modeling can answer the following questions: (i) are 𝑥 and 𝑦 related?, (ii) to what extent 

are 𝑥 and 𝑦 related?, and (iii) how accurately can we estimate the effect of x on y? (James, 

Witten, Hastie, & Tibshirani, 2013). 

 The simplest statistical model is a linear regression model, where we consider the 

random variable 𝑌: 

𝑌𝑖 =  𝛽0 +  𝛽1 ∗ 𝑥𝑖 + 𝜖𝑖, 

for 𝑖 = 1, … , 𝑛 observations, where 𝛽0 represents the expected value of 𝑌 when 𝑥=0 and 

𝛽1 represents the strength of the relationship between 𝑥 and 𝑌. This model assumes that 

the relationship between 𝑥 and 𝑌 is, on average, linear and that the errors are independent 

and identically distributed, 𝜖𝑖 ~ 𝑁(0, 𝜎2) (Kass et al., 2014). This model can be extended 

to multiple linear regression, by including more covariates on the right-hand side of the 

equation, 𝑥1𝑖 , … , 𝑥𝑘𝑖 to control for potential confounding influences.  

 When the data, 𝑌 , are not linearly distributed, we use a more general form of 

regression called generalized linear regression (GLM): 

𝑌𝑖~𝑓𝑌𝑖
(𝑦𝑖|𝜃𝑖) 



 

 

11 

𝜃𝑖 = 𝑓(𝑥1𝑖, … 𝑥𝑘𝑖), 

where 𝑓𝑌𝑖
 is a probability density function that is parameterized by 𝜃𝑖 . Linear regression is 

a special case of GLMs where 𝑓𝑌𝑖
 is the normal distribution, parameterized by mean, 𝜇𝑖  

=

 𝛽0 + 𝛽1 ∗ 𝑥1𝑖 + ⋯ 𝛽𝑘 ∗ 𝑥𝑘𝑖 , and variance 𝜎2 (Kass et al., 2014). Examples of problems 

where GLMs are employed include logistic regression in which the dependent variable is 

described by binary data, e.g., successes and failures, or Poisson regression in which the 

dependent variable is described by count data, e.g.., the number of times an event occurs. 

While there exist more formal methods to choosing 𝑓𝑌𝑖
, such as the Kolmogorov-Smirnov 

test and Q-Q plots, one of the most informative tools is visual inspection (Anscombe, 1973; 

Kramer & Eden, 2016). 

 One of the primary assumptions of GLMs is that the data observations are 

independent when conditioned on the predictors. However, in many datasets, there exist 

correlations between observations violating the assumption of independence. This is 

particularly prominent in longitudinal data where there are repeat measurements per subject 

(McCullagh & Nelder, 1989). Naïve approaches to retaining independence include 

averaging across subjects or analyzing an independent subset of the observed data. An 

alternative, more powerful, approach that leverages the complete dataset while 

simultaneously accounting for correlations in the data are mixed-effects models, also called 

hierarchical models in the Bayesian framework (Gałecki & Burzykowski, 2013; Gelman, 

2014). Mixed-effects models are extensions of GLMs in which there is a more complex 

covariance structure (McCullagh & Nelder, 1989). In this framework, the error term (i.e., 

the difference between the observations and the mean estimate from the model predictors) 
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is divided into independent errors, i.e., 𝜖𝑖, and correlated errors, named random effects. The 

nonrandom components, the estimated coefficients, are named as fixed effects. Suppose we 

have collected a set of datapoints, (𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛), such that the data can be partitioned 

into 𝑗 groups. Each group may have a different baseline activity which would be modeled 

by a random intercept, or they may have a different relationship between 𝑥 and 𝑌 which 

would be modeled by a random slope. However, on average, the relationship between 𝑥 

and 𝑌, is described by the fixed effects. A mixed-effects GLM can be expressed as: 

𝑌𝑖,𝑗|𝐺𝑟𝑜𝑢𝑝𝑗~𝑓𝑌𝑖,𝑗
(𝑦𝑖|𝜃𝑖 , 𝜈𝑗,) 

𝜃𝑖,𝑗 = 𝑓(𝑥1𝑖𝑗 , … 𝑥𝑘𝑖𝑗), 

where 𝜈𝑗 represents the random effects for group j. 

 Supposing 𝑌 is normally distributed, linearly correlated with a single predictor 𝑥, 

and can be divided into 𝑗 groups, we write the formula for a linear mixed effects model as1: 

𝑌𝑖|𝐺𝑟𝑜𝑢𝑝𝑗  ~ 𝛽0 + 𝜈0,𝑗 + (𝛽1 +  𝜈1,𝑗) ∗ 𝑥𝑖 +  𝜖𝑖 

𝝂𝒋~𝑁(𝟎, 𝚺), 𝜖𝑖 ~𝑁(0, 𝜎𝑚𝑜𝑑𝑒𝑙
2 ),  

where, 𝝂𝒋 = [𝜈0; 𝜈1], 𝟎 = [0; 0], 𝚺 =  [
𝜎𝑖𝑛𝑡

2 𝜌 ∗ (𝜎𝑖𝑛𝑡𝜎𝑠𝑙𝑜𝑝𝑒)

𝜌 ∗ (𝜎𝑖𝑛𝑡𝜎𝑠𝑙𝑜𝑝𝑒) 𝜎𝑠𝑙𝑜𝑝𝑒
2 ]. Here, 𝛽0  and 

𝛽1  represent the fixed effects, and 𝜈0  and 𝜈1  represent the random effects (random 

                                                 

 

1 Note this is atypical notation. Traditionally, the random intercept and slope are included on the right-hand 

side of the equations as (1|Group) and (x|Group), respectively, which is a slight abuse of notation. Here, we 

adopt a Bayesian framework for the model by representing the conditional dependence of group membership 

on Y on the left-hand side of the equation because we find this more intuitive. 
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intercept and slope, respectively) due to group membership, 𝑗. Σ is the covariance matrix 

describing the variance of the random intercept, 𝜎𝑖𝑛𝑡
2  and random slope, 𝜎𝑠𝑙𝑜𝑝𝑒

2 , and their 

covariance, 𝜌 ∗ (𝜎𝑖𝑛𝑡𝜎𝑠𝑙𝑜𝑝𝑒)  (Gałecki & Burzykowski, 2013). Figure 1.1 shows a 

simulation of a linear mixed effects model with a correlated random intercept and slope 

(𝛽0 = 5, 𝛽1 = 10, number of groups = 5, observations per group = 15, 𝜌 = 0.9, 𝜎𝑖𝑛𝑡 =

30, 𝜎𝑠𝑙𝑜𝑝𝑒 = 5, 𝜎𝑚𝑜𝑑𝑒𝑙 = 250). Visual inspection reveals that as X increases so does Y 

(Figure 1.1A); however each group, indicated by color, has slightly different intercepts and 

slopes (Figure 1.1B) that vary around the mean effect. Additionally, we note that as the 

random intercept increases so does the random slope (Figure 1.1B). In Chapters 3 and 4, 

we implement random intercept models. In Chapter 3, we model motor performance as a 

function of spindle rate; however, we have two measurements per subject: performance in 

the left and in the right hand (Figure 3.6A). We include a random intercept to account for 

these correlated measurements, which can be interpreted as baseline differences in motor 

performance (for example, if a subject plays video game, they may perform better on the 

task in both hands than a subject who does not). In Chapter 4, we utilize a large dataset of 

longitudinal EEGs from multiple patients with repeat EEGs to model delta power as a 

function of time. We again use a random intercept to account for baseline differences in 

delta power (Figure 4.2). 

 We briefly summarize the model fitting procedures here. For GLMs, maximum 

likelihood estimation (MLE) is used. The model parameters are computed by maximizing 
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the log-likelihood function, ℓ(𝜃), usually denoted 𝜃𝑀𝐿𝐸 . The log-likelihood function is the 

joint density of the data treated as a function of the model parameters, 𝜃: 

 
ℓ(𝜃) = log ∏ 𝑓(𝑥𝑖|𝜃).

𝑛

𝑖=1

 
 

(1.1) 

The ℓ(𝜃) estimates the likelihood that the given data are observed given the proposed 

model. The log-transform of the likelihood allows for easier computations but yields the 

same result as maximizing the likelihood itself because log is a monotonic transform 

(Wasserman, 2010). In linear regression, this reduces to minimizing the residual sum of 

squares (Figure 1.2B) (James et al., 2013). For mixed-effects models, MLE or restricted 

maximum likelihood (REML) estimation is used. Because the MLE of the variance-

covariance parameters are biased, REML corrects the MLE variance-covariance 

parameters so that they are unbiased estimators. If the goal of the model is to estimate the 

fixed effects, then MLE is used; if the goal is to estimate the random effects, then REML 

is used (Gałecki & Burzykowski, 2013). In each mixed effects model implemented in this 

thesis, we use MLE as we are interested in understanding the main relationship between 

the dependent and independent variables. Finally, in the case of over-dispersion, quasi-

maximum likelihood estimation (QMLE) is used. The data are over-dispersed when there 

is more variability in the data then expected by the model. Over-dispersed data are 

common, and some argue are the rule rather than the exception (McCullagh & Nelder, 

1989). Dispersion is estimated by the variance parameter, 𝜎2. In linear regression 𝜎2 is a 

free parameter thus QMLE is unnecessary. However, in Poisson regression, for example, 

the mean and variance relationship is fixed by MLE, 𝜇̂𝑀𝐿𝐸 = 𝜎2. If the data has more 
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variability than expected by the model, then 𝜇 = 𝑐 ∗ 𝜎2, where 𝑐 > 1. QMLE allows for 

specification of a mean and variance relationship to be used for parameter estimation 

(McCullagh & Nelder, 1989; Wedderburn, 1974). In Chapter 3, we estimate spindle rate 

as a function of subject group (active epilepsy, remission epilepsy, healthy control). Upon 

visual inspection, we observe that spindle rate versus group does not follow a normal 

distribution because many subjects in the active group had zero spindle rate (Figure 3.2). 

The slight clustering near zero implies a Poisson model would be useful. Poisson is 

traditionally used for count data and while spindle rate is a continuous variable, it is derived 

from count data (the number of spindles). In implementing a Poisson model for continuous 

data, we encountered over-dispersed data (𝜎2 =  959662) and thus used QMLE; though, 

we obtained qualitatively similar results by using a linear model. 

 

Figure 1.1: Simulated mixed effects model with correlation between the random intercept 

and slope. 

(A) Estimate of the fixed effects independent of group membership on Y. 

(B) Example of three conditional model fits with intercept and slope dependent on group 

membership. 
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1.2.1.2 Considerations in model selection and interpretation 

 Statistical modeling aims to express scientific statements about relationships and 

uncertainty in those relationships in data; however, the ability of the model to reveal such 

relationships requires careful model selection. Important considerations for selecting a 

good model are as follows: (i) balancing complexity and parsimony, (ii) hypothesis-driven 

questions, and (iii) interpretability (Burnham & Anderson, 2004; James et al., 2013; Kass 

et al., 2014; McCullagh & Nelder, 1989). For (i), data observations are complex and noisy; 

what we observe is a combination of signal and noise (Brown & Kass, 2009) and models 

will only ever approximate reality (Burnham & Anderson, 2004). Fitting a model that 

matches the observations exactly, i.e., overfitting, fits to the noise and clouds interpretation 

of the true signal. Overfitting yields a model that fits the dataset perfectly but will not 

generalize well. The converse is underfitting, in which not enough of the variability in the 

data is explained, inducing bias (McCullagh & Nelder, 1989). The “ideal” model, though 

models only approximate reality, lies somewhere in the middle: the most parsimonious 

model that estimates enough of the variability. For (ii), having multiple working 

hypotheses rooted in scientific reasoning limits the number of parameters and models 

selected for analysis. Exploring every possible relationship in the data runs the risk of 

finding spurious significant results, i.e., Type-1 errors, emphasizing the importance of 

considering the scientific context before analysis (Burnham & Anderson, 2004; Hochberg 

& Tamhane, 1987). If criteria (i) and (ii) are met, the model interpretability (iii) follows 

directly. If the model is parsimonious (excluding unnecessary covariates) and has a strong 

foundation in science, then interpretation is simple (James et al., 2013) though 
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interpretation is often omitted from scientific articles. Oftentimes analysis is restricted to 

the binary question, is this relationship significant or not (i.e., is p<0.05?); however, 

interpreting model coefficients, i.e., effect sizes, and confidence bounds, yields information 

about the strength of the relationship and the replicability of the experiment. Additionally, 

interpretation checks model assumptions; if the interpretation of the model does not make 

sense in a scientific context, then the model is misspecified (Calin-Jageman & Cumming, 

2019). 

1.2.1.3 Assessing goodness-of-fit: R2 and Akaike Information Criterion 

 There are many ways to assess how well the model fits the data, i.e., goodness-of-

fit. Here, we detail two common methods that are used in this thesis: R2 and the penalized-

likelihood-based criterion, the Akaike information criterion (AIC). Ordinary R2, also called 

the coefficient of determination, is for simple and multiple linear regression expressed as: 

𝑅2 = 1 −
𝑆𝑆𝐸

𝑆𝑆𝑇
, 

where SST is the sum of total squares, 𝑆𝑆𝑇 = ∑ (𝑦𝑖 − 𝑦̅𝑛
𝑖=1 )2 (Figure 1.2A), and SSE is the 

sum of squares for error, 𝑆𝑆𝐸 = ∑ (𝑦𝑖 − 𝑦𝑖̂
𝑛
𝑖=1 )2 (Figure 1.2B). R2 is a geometric measure 

bounded between 0 and 1 representing the proportion of variability in the dependent 

variable explained by the model (Kass et al., 2014). In the case of simple linear regression, 

R2 is equivalent to the square of the correlation between 𝑥 and 𝑦. However, a good value 

of R2 is domain-dependent rendering it difficult to interpret across datasets. For example, 

having a low value does not necessarily imply a poor model fit and having a high value 

does not necessarily imply a good model fit as R2 cannot detect model misspecification in 
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the presence of correlated residuals (Birnbaum, 1973; Kass et al., 2014). Ordinary R2 

improves as more parameters are included in the model and does not prevent against 

overfitting. A related measure, the adjusted R2, is similarly interpreted as R2 but penalizes 

for number of parameters by using unbiased estimates of the variance (James et al., 2013) 

however both ordinary and adjusted R2 are still very sensitive to Type-1 errors (van Ginkel, 

2019).  

  Another measure of goodness-of-fit is the AIC which balances the log-likelihood 

of the data, ℓ(𝜃) (see Equation (1.1)), and the number of parameters fit, 𝑘: 

𝐴𝐼𝐶 = 2𝑘 − 2ℓ. 

AIC can be used to compare nested or non-nested models fit on the same data, and the 

model with the lowest AIC is typically preferred. While the raw values of AIC are 

uninformative, the differences in AIC are interpretable. Typically a difference greater than 

3 is considered a meaningful difference (Burnham & Anderson, 2004). In the case of linear 

regression, the AIC reduces to: 

𝐴𝐼𝐶 = 2𝑘 + 𝑛 ∗ (log (2 ∗ 𝜋 ∗
𝑆𝑆𝐸

𝑛
) + 1). 

In the case of linear regression, both R2 and AIC depend on the SSE (Figure 1.2A).  

 In Anscombe (1973), the authors present four datasets that estimate approximately 

the same linear regression model, having the same R2 and AIC. Visual inspection of the 

data reveals that only one of the datasets exhibits a linear relationship despite all model fits 

having equal R2 and AIC values. This motivates the need for graphical analysis of the data 

including scatterplots and residual plots. Plotting the residuals versus the fitted values can 
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demonstrate such lack-of-fit, revealing unexplained trends, heteroscedasticity (i.e., unequal 

variances in the residuals), and outliers (Kass et al., 2014). There is no gold standard 

technique for measuring goodness-of-fit; different assessments highlight different features 

of the models weighing either variance as is the case with R2 or generalizability as is the 

case with AIC. 

 

Figure 1.2: Geometric interpretation of R2. 

Black circles indicate example three example data points, (𝑥, 𝑦). In (A), the total variability 

in 𝑌 is shown relative to the mean. The horizontal black line indicates the mean of 𝑌and 

the green area represents the total sum of squares. In (B), the remaining error in 𝑌 is shown 

after fitting a linear regression model to the data. The black line is the linear fit, and the 

pink area represents the sum of squares for error. 

1.2.2 Time series analysis 

1.2.2.1 Random processes and autoregressive models 

 A process, 𝑥𝑡, is random if for each 𝑡, the value of 𝑥𝑡 is a random variable such that 

each value can be presented as a probability distribution. Thus, every observation of a 

random process, i.e., a realization, is drawn from a collection of possible sequences 

(Priestley, 1981). Neural time series, data collected over time, are considered realizations 
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of a random processes thus we can use statistical tools to describe temporal dependencies, 

i.e., in the temporal domain, or frequency components, i.e., in the frequency domain (see 

1.2.2.2) (Kass et al., 2014). In analyzing time series, we often require that the process be 

stationary, loosely defined here to mean that the statistical properties of the signal stay 

constant in time (Priestley, 1981). Brain activity from electrophysiological recordings is 

highly nonstationary so often data are analyzed by windowing the data into shorter 

observation periods (Cohen, 2014). 

 A common model of stationary neural activity is an autoregressive (AR) model in 

which a signal is modeled as a linear function of its own history (Cohen, 2014; Priestley, 

1981). For example, a signal, 𝑥𝑡, can be written as a function of its past activity up to lag p 

to form an 𝐴𝑅(𝑝) model as follows: 

𝑥𝑡 = ∑ 𝛽𝑖 ∗ 𝑥𝑡−𝑖 +  𝜀𝑖
𝑝
𝑖=1 . 

AIC is generally used to justify the model order; however, there are a few considerations 

when choosing model order. Small orders require fewer parameters so are more robust to 

noise but cannot capture longer lagged effects; large orders capture longer lagged effects 

but are less robust to noise and require more data to estimate (Cohen, 2014).  

 Chapter 2 presents an application of this type of model, Granger causality, to 

networks of connected neural signals in which 𝑥𝑡 may be additionally driven by the history 

of other connected signals, such as 𝑦𝑡. Granger causality estimates if 𝑥𝑡 is being driven by 

𝑦𝑡, i.e., if the activity of signal 𝑥𝑡  can be modeled as a function of the history of 𝑦𝑡  in 

addition to its own history. It does so by building nested multivariate autoregressive models 

(MVAR) expressed as:  
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𝑥𝑡 = ∑ 𝛽𝑥𝑖 ∗ 𝑥𝑡−𝑖

𝑝

𝑖=1

 +  ∑ 𝛽𝑦𝑖 ∗ 𝑦𝑡−𝑖

𝑝

𝑖=1

 + ∑ 𝛽𝑧𝑖 ∗ 𝑧𝑡−𝑖

𝑝

𝑖=1

+  𝜀𝑖 (1.2a) 

 

𝑥𝑡 = ∑ 𝛽𝑥𝑖 ∗ 𝑥𝑡−𝑖

𝑝

𝑖=1

+  ∑ 𝛽𝑧𝑖 ∗ 𝑧𝑡−𝑖

𝑝

𝑖=1

+  𝜀𝑖̃ , (1.2b) 

where (1.2a) is a full model including the history of all signals in the network 𝑥𝑡, 𝑦𝑡, and 𝑧𝑡 

and (1.2a) is a nested model without the history of 𝑦𝑡. Inclusion of 𝑦𝑡 in the final model is 

determined by computing the F-statistic. This method is broadly used in neuroscience with 

many applications (Barrett et al., 2012; Ding, Chen, & Bressler, 2006; Greenblatt, Pflieger, 

& Ossadtchi, 2012); however due to the nonstationary of brain data and large number of 

parameters in building MVAR models, Granger causality is computationally challenging. 

Additionally, model parameters are rarely interpreted in Granger causality (see section 

1.2.1.2). Chapter 2 addresses these challenges. 

1.2.2.2 Spectral analysis 

 Spectral analysis refers to the statistical tools used to analyze random time series 

data in the frequency domain. The statistical tools are derived from a powerful theorem in 

mathematics, Fourier’s theorem, which states that any well-behaved periodic function can 

be written as a linear combination of sine and cosine functions (Priestley, 1981). Simply 

put, such deterministic functions can be exactly represented as a sum of oscillations. The 

discrete Fourier transform of a discrete time series, 𝑥1, … , 𝑥𝑁, is expressed as follows: 

𝑋𝑗 =
1

√𝑁 
(∑ 𝑥𝑛 [cos(2𝜋𝑓𝑗𝑡𝑛) − 𝑖 ∗𝑁

𝑛=1 sin(2𝜋𝑓𝑗𝑡𝑛)]) =
1

√𝑁 
∑ 𝑥𝑛𝑒−2𝜋𝑖𝑓𝑗𝑡𝑛𝑁

𝑛=1 , 
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where 𝑡𝑛 = Δ{0,1,2, … , 𝑁 − 1}, Δ = the sampling interval, and 𝑓𝑗 =
𝑗

𝑇
 where 𝑗 = {−

𝑁

2
+

1, … ,
𝑁

2
} represents the discrete frequency. When dealing with random functions or 

processes, as is neural data, we can apply similar analytic techniques to approximate the 

signal as a sum oscillations (Kass et al., 2014; Priestley, 1981). In neuroscience, spectral 

analysis is broadly applied to neural data due to the functional role of oscillations in 

cognition and consciousness (see sections 1.1.1.2, 1.1.1.3).  

 A tool to identify the frequency content of a signal is the power spectrum which 

quantifies the strength of an oscillation in a given frequency band (Buzsáki & Watson, 

2012; Kramer & Eden, 2016). One approach to estimate the power spectrum is computing 

the magnitude squared of the Fourier transform of 𝑥𝑛, |𝑋𝑗|
2
, giving the amplitude of the 

oscillations as a function of frequency, |𝑓𝑗|
2
,. Another way to think about this is if instead 

we expand 𝑥𝑛  into a sum of sines and cosines (via harmonic regression) oscillating at 

different frequencies. Then, equivalently, each frequency coefficient’s contribution to R2 

is correlated with the power spectrum (Kass et al., 2014). Or in other words, the spectrum 

represents the amount of variability in the signal due to that oscillation. 

 In Figure 1.3, an example power spectrum over time, i.e., the spectrogram, is shown 

for example neural activity of a patient with Rolandic epilepsy. A characteristic of brain 

activity is evident from the spectrogram: low frequencies are more dominant and have 

higher spectral power than high frequencies. This is called the power law distribution of 

brain activity in which the power decreases at a rate of 1/𝑓𝛼 (Buzsáki & Watson, 2012). 

The 1/𝑓𝛼 background activity is sometimes described as noise since it is aperiodic despite 
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some evidence showing it may have a functional role itself (He, Zempel, Snyder, & 

Raichle, 2010). Periodic oscillatory activity appears as spectral bumps in the power 

spectrum or spectral islands in the spectrogram. Identifying prominent oscillations can be 

estimated by isolating the bumps or islands via subtracting the 1/𝑓𝛼 background activity 

(Ouyang, Hildebrandt, Schmitz, & Herrmann, 2020).  

 There are many considerations when analyzing healthy and pathological brain 

rhythms to avoid inference of spurious oscillatory activity. These include: (i) artifacts in 

the EEG, (ii) signal tapering, (iii) variation in skull thickness, and (iv) limited data. For (i), 

nonneural activity (e.g., muscle movements, blinking) and neural activity (e.g., 

pathological spikes) may appear as sharp edges in the EEG, leading to increased power at 

all frequencies (Kramer, Tort, & Kopell, 2008; Ostrowski et al., 2021). Intuitively, a single 

peak in the spectrum at 10 Hz, for example, corresponds to a 10 Hz sinusoid for all time in 

the time domain. Conversely, a sharp edge or peak in the time domain leads to power at all 

frequencies, or a spectral smear, in the frequency domain (Kramer et al., 2008). For 

example, Figure 1.3A and B show brain activity from a patient with Rolandic epilepsy 

during non-rapid eye movement (NREM) sleep and the corresponding spectrogram. At 

approximately 140 s, there is an epileptic spike (Figure 1.3C) leading to a simultaneous 

“smear” in the spectrogram, illustrating the importance in removing artifacts before 

analyzing the true neural oscillatory activity. For (ii), computing a power spectrum on a 

finite duration of EEG activity is equivalent to multiplying a hypothetical infinite duration 

signal by a rectangular window. Doing so introduces sharp edges in the EEG, leading to an 

important artifact: leakage into other frequencies. To account for this, the data can be 
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multiplied by a tapered window so that the edges of the signal slowly decay to zero (Kass 

et al., 2014; Kramer & Eden, 2016). For (iii), skulls thicken over age and vary between 

individuals. Thicker skulls induce more volume conduction, i.e., a mixing of signals in the 

scalp electrodes, and lead to reduced power at all frequencies. By computing the 

normalized or relative power spectrum, i.e., dividing by the summed power over all 

frequencies, differences in skull thickness and related non-neural variations can be reduced 

spatial blurring is reduced (Chu et al., 2014). Finally, for (iv), brain rhythms are highly 

nonstationary meaning that frequency content can only be estimated on short windows 

(Cohen, 2014). Oftentimes power spectra are averaged over many trials to yield a 

consistent estimate (Priestley, 1981). However, for spontaneous activity in which there is 

no trial structure, such as a seizure, the power spectrum provides only an approximate 

estimate of the oscillatory activity with large uncertainty. In multitaper spectral analysis, 

brain activity is multiplied by a set of orthogonal taper functions yielding independent 

samples from which to compute the power spectrum. Noise is reduced in the power 

spectrum by averaging the estimates across tapers, and 95% confidence bounds can be 

estimated using a chi-square distribution (degrees of freedom 2*number of trials) (Kramer 

& Eden, 2016). In this dissertation, we study how oscillatory activity has been implicated 

in disease, and so to gain more confidence in our spectral estimates, we employ multitaper 

spectral analysis throughout. 
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Figure 1.3: Sharp edges in electrophysiological recordings induce increases in power at all 

frequencies. 

(A) Example electrophysiological activity during sleep from a patient with Rolandic 

epilepsy. Red asterisk indicates the time of a pathological spike. Scale bar indicates 20 s 

of activity. 

(B) Corresponding power spectrogram for signal in (A). There is an increase in spectral 

power at all frequencies, as shown by the vertical stripe, at the time of the corresponding 

spike in (A; red asterisk). 

(C) Zoomed in signal to visualize the pathological spike. Scale bar indicates 200 ms and 

red asterisk indicates corresponding time in (A). 

  

1.2.2.3 Functional network models and coherence 

 Many different cortical areas work together to help process the environment. Often 

cortical areas work together, or functionally connect, by coupling their activity at the same 

frequency. Functional connectivity is necessary for healthy brain functioning to process 

and relay information to the body and mind but can become pathological when brain areas 

synchronize and desynchronize that should not. Functional network models are a 

representation of how oscillations interact and synchronize their activity to support 
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cognition, behavior, and perception (Park & Friston, 2013; Petersen & Sporns, 2015). 

Many disorders are characterized as network disorders, such as, epilepsy, schizophrenia, 

and autism because they are well characterized by changes in network topology (Bassett & 

Sporns, 2017; Kramer & Cash, 2012; Wamsley et al., 2012). 

 In the language of network science, the human brain consists of two fundamental 

components: nodes (e.g., brain regions) and edges that connect node pairs (Figure 1.4). In 

functional brain networks, edges represent the transient coordination of activity, like traffic 

that flows over neural highways (i.e., anatomical connections between brain regions) 

(Englot, Konrad, & Morgan, 2016). The first step in network science research is network 

inference, i.e., determining which nodes are connected. In social friend networks, where 

nodes represent individuals and edges represent friendship, this is relatively simple (e.g., 

by asking are two people friends or not?). In functional brain networks, in which brain data 

are noisy and nonstationary, there are a plethora of statistical methods to determine the 

degree to which there is a connection between regions with uncertainty (Bastos & 

Schoffelen, 2016; Kramer, Eden, Cash, & Kolaczyk, 2009). Each method characterizes 

different properties of the network and may yield different inferences highlighting the need 

for strong hypothesis-driven methodology.  

 Two common complementary approaches to infer functional connectivity between 

brain regions are cross-correlation and coherence (Bastos & Schoffelen, 2016; Kramer & 

Eden, 2016). Cross-correlation measures the degree of similarity between two vectors by 

summing over a sliding dot product of two signals. Cross-correlation has high temporal 

resolution, but low frequency resolution, though is primarily dominated by delta 
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oscillations due to the 1/𝑓𝛼 property of the brain. The frequency domain equivalent of 

cross-correlation is coherence which exchanges time resolution for frequency resolution. 

Coherence assesses the degree of phase coordination between signals for a given frequency 

band. The coherence between signals x and y at a given frequency, 𝜔, is determined by 

measuring the consistency of the phase and amplitude between two signals. Expressing the 

signal x in trial k in polar coordinates, 𝑥(𝜔, 𝑘) =  𝐴𝑥(𝜔, 𝑘)𝑒𝑖𝜙𝑥(𝜔,𝑘) , and similarly for 

signal y, the coherence is computed as follows: 

𝑐𝑜ℎ𝑒𝑟𝑒𝑛𝑐𝑒𝑥,𝑦(𝜔) =
|
1

𝑛
∑ 𝐴𝑥(𝜔,𝑘)∗𝐴𝑦(𝜔,𝑘)∗𝑒𝑖(𝜙𝑥(𝜔,𝑘)−𝜙𝑦(𝜔,𝑘)) |𝐾

𝑘=1

√(
1

𝑛
∑ 𝐴𝑥

2(𝜔,𝑘)∗𝑛
𝑘=1 (

1

𝑛
∑ 𝐴𝑦

2 (𝜔,𝑘)𝑛
𝑘=1 )

, 

where K is the number of trials. The numerator represents the averaged cross spectral 

densities of the two signals at frequency 𝜔, and the denominator normalizes the term by 

the square root of the averaged signal amplitude squared, or power, of x multiplied by that 

of y (Bastos & Schoffelen, 2016). Consider the special case where the amplitudes of signals 

x and y are equal (i.e., 𝐴𝑥 = 𝐴𝑦). If the signals are not coherent, then the phase differences 

are completely random from trial to trial, and the expected average phase difference and 

coherence value are zero. If the signals are perfectly coherent, then the phase difference is 

fixed across trials, and the average phase difference and coherence value are one (Kramer 

& Eden, 2016). Because different frequency bands are linked to different functional brain 

states (see sections 1.1.1.2 and 1.1.1.3), coherence can be a useful tool to test state-

dependent hypotheses (Fries, 2015). 

 Functional networks have been proposed to change in Rolandic epilepsy, but with 

conflicting results (e.g., decreased connectivity in inferior Rolandic cortex (Besseling et 
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al., 2013; Shamshiri, Sheybani, & Vulliemoz, 2019; Xiao et al., 2015), no difference in 

connectivity in inferior Rolandic cortex (Clemens et al., 2016), and increased functional 

connectivity in seizure onset zone for focal epilepsies (Englot et al., 2016; Maccotta et al., 

2013; Zaveri et al., 2009). In Chapter 3, we investigate functional networks in Rolandic 

epilepsy, and find that there no difference in coupling as measured by coherence in the 

Rolandic cortex (Figure 3.4E,F). 

 
Figure 1.4: Cartoon figure of functional brain network. 

Circles indicate nodes, or brain regions emitting electrical signals, and color indicates nodes 

in the same community that sharing similar coupling properties. Arrows represent the 

direction functional connectivity between nodes and the width of arrow indicates the 

strength of the connection.  
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2 CHAPTER TWO  

A procedure to increase the power of Granger-causal analysis through temporal 

smoothing2 

ABSTRACT 

Background: How the human brain coordinates network activity to support cognition and 

behavior remains poorly understood. New high-resolution recording modalities facilitate a 

more detailed understanding of the human brain network. Several approaches have been 

proposed to infer functional networks, indicating the transient coordination of activity 

between brain regions, from neural time series. One category of approach is based on 

statistical modeling of time series recorded from multiple sensors (e.g., multivariate 

Granger causality). However, fitting such models remains computationally challenging as 

the history structure may be long in neural activity, requiring many model parameters to 

fully capture the dynamics.  

New Method: We develop a method based on Granger causality that makes the assumption 

that the history dependence varies smoothly. We fit multivariate autoregressive models 

such that the coefficients of the lagged history terms are smooth functions. We do so by 

                                                 

 

2 Chapter 2, in full, is a reprint of the following published article as it appears in press: Spencer, 

E., Martinet, L. E., Eskandar, E. N., Chu, C. J., Kolaczyk, E. D., Cash, S. S., Eden, U. T., & 

Kramer, M. A. (2018). A procedure to increase the power of Granger-causal analysis through 

temporal smoothing. Journal of Neuroscience Methods, 308(July), 48–61. 

https://doi.org/10.1016/j.jneumeth.2018.07.010 
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modelling the history terms with a lower dimensional spline basis, which requires many 

fewer parameters than the standard approach and increases the statistical power of the 

model.  

Results: We show that this procedure allows accurate estimation of brain dynamics and 

functional networks in simulations and examples of brain voltage activity recorded from a 

patient with pharmacoresistant epilepsy.  

Comparison with Existing Method: The proposed method has more statistical power 

than the Granger method for networks of signals that exhibit extended and smooth history 

dependencies. 

Conclusions: The proposed tool permits conditional inference of functional networks from 

many brain regions with extended history dependence, furthering the applicability of 

Granger causality to brain network science. 

2.1 Introduction 

The human brain consists of a vast network of interacting elements. Understanding 

how these elements interact to support cognition, behavior and perception remains a 

fundamental challenge in neuroscience. One approach to address this challenge is through 

the analysis of the brain’s anatomical networks and functional connectivity - how separate 

brain regions interact via transient coordination of activity (de Pasquale et al., 2010; Park 

& Friston, 2013). Anatomical and functional networks, summarized via tools from network 

analysis (Bassett & Sporns, 2017; Bullmore & Sporns, 2009) provide insight into cognition 

(Braun et al., 2015; de Pasquale et al., 2010; Kabbara, El Falou, Khalil, Wendling, & 

Hassan, 2017; Petersen & Sporns, 2015; Telesford et al., 2016), learning (Bassett et al., 
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2011; Bassett, Yang, Wymbs, & Grafton, 2015; Singer, 1993) and neurological disorders 

such as autism, stroke, schizophrenia, and epilepsy (De Vico Fallani, Richiardi, Chavez, & 

Achard, 2014; Kramer & Cash, 2012; Lynall et al., 2010; Matlis, Boric, Chu, & Kramer, 

2015).  

There exist many ways to estimate functional connectivity, inspired – in part – by 

theories of how brain regions communicate. One of the most established theories posits 

that oscillatory neuronal activity supports communication between brain regions (Bastos 

& Schoffelen, 2016; Bonnefond, Kastner, & Jensen, 2017; Fries, 2015; Uhlhaas et al., 

2010). This theory motivates the application of many functional connectivity measures that 

characterize coupling between the phase and/or amplitude of rhythmic brain signals 

(Bastos & Schoffelen, 2016; Greenblatt et al., 2012; Lachaux, Rodriguez, Martinerie, & 

Varela, 1999). Other popular approaches for measuring functional connectivity - although 

less physically motivated - have been adopted from other scientific fields. One of the 

most popular methods is conditional Granger causality, which provides a direct 

quantification of how much the history of one brain area can predict the activity of another 

(Granger, 1969; Seth, 2010). There are many advantages to the Granger causality approach. 

First, it can be used to infer the direction of information flow, also known as directed 

functional connectivity (Barrett et al., 2012; Ding et al., 2006). Second, it is a model-based 

approach that is rooted in stochastic process theory (Bastos & Schoffelen, 2016; Cohen, 

2014). Third, when the models are conditioned on the whole network and thus use all of 

the observed data, Granger causality limits the impact of indirect coupling - an important 

confound in functional network inference (Seth, 2010). 



 

 

32 

 While Granger causality has been successfully applied to analyze multivariate 

neural activity (Seth, Barrett, & Barnett, 2015), implementation can be computationally 

difficult on large brain networks (Seth, 2010; Valdés-Sosa et al., 2005). Two features 

contribute to this computational difficulty: the number of observed brain regions, i.e., 

nodes, and the duration for brain signal transmission. Modern recordings now support 

observations from hundreds, or even thousands, of sensors (Jäckel et al., 2017; Viventi et 

al., 2011). Interhemispheric communication can range between 5-300 ms depending on the 

myelination of the fiber commissures (Ringo, Don, Demeter, & Simard, 1994), whereas 

intrahemispheric communication ranges between 5-10 ms (de Pasquale et al., 2010; Smith 

et al., 2011). Fitting Granger causality models to data with many nodes and long history 

dependence generates computational challenges due to the large number of parameters to 

estimate. Because brain signals are highly nonstationary, the amount of data available to 

fit large brain networks is typically limited (Barnett & Seth, 2014; Cohen, 2014), making 

networks inferred via conditional Granger causality subject to overfitting (Seth, 2010) and 

highly underpowered (Kelley & Maxwell, 2003). Furthermore, the more parameters 

included in the model, the longer the computation time required to estimate the model and 

deduce the functional network. 

Common approaches to address this computational challenge rely on reducing the 

model size, for example, by only performing analysis on a subset of nodes, by 

downsampling the time series which removes the high frequency content from the signal, 

or by using smaller model orders chosen via parsimonious model selection techniques 

(Barnett & Seth, 2014; Barrett et al., 2012; Seth, 2010). However, these approaches are not 
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always desirable. For instance, a common approach to infer larger networks is to only 

implement Granger causality pairwise on nodes (Seth, 2010), which may result in networks 

confounded by indirect influences (Bastos & Schoffelen, 2016; Ding et al., 2006); 

conditioning the models on the entire observed network reduces the effects of this confound 

(Ding et al., 2006). Another approach is to limit the size of the history dependence included 

in the model. Determining the optimal model order for brain signals is a difficult, but 

important, problem since over- and underspecified models are not informative (Cohen, 

2014; Seth, 2010). It has been proposed that the history dependence of brain signals is on 

the order of tens to hundreds of milliseconds (Barrett et al., 2012; Kabbara et al., 2017; 

Ringo et al., 1994); using a smaller model order than the true history dependence may result 

in a poor representation of the brain functional network (Bressler & Seth, 2011). It has 

additionally been shown that low model orders do not necessarily capture all complexities 

in the signal spectrum (Bressler & Seth, 2011; Cohen, 2014). To infer accurate and 

informative functional networks, it is important to incorporate all nodes that are relevant 

to the particular phenomenon in question, and to include the appropriate history 

dependence. 

In this paper, we propose a method to reduce the number of parameters needed for 

model estimation in the Granger causality framework, thus permitting inference of larger 

brain networks with longer history dependence. Existing approaches involve priors 

assuming that network connections are sparse (Seth, 2010; Valdés-Sosa et al., 2005). Here, 

instead of imposing assumptions on the structure of the network, we impose assumptions 

on the shape of the history dependence between nodes, i.e., the coefficients of the lagged 
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time indices of the history dependent autoregressive (AR) model. The assumption is 

suitable for brain signals but is less general than the classic AR model. We express the 

model coefficients in a spline basis, which imposes a smooth structure on the coefficients 

of the history dependence. In doing so, we assume the coefficients change smoothly and 

gradually from one time point to the next. We refer to this model as the spline AR model, 

and when applied to determine functional connectivity, the spline-Granger method. These 

serve as extensions, respectively, of what we will refer to as the traditional standard AR 

model and the standard-Granger method. 

If the spline AR model is in fact an appropriate representation of the signal, there 

are many benefits to using this method. First, expressing the data in a spline basis reduces 

the dimensionality of the model, without removing data (i.e., downsampling) and without 

ignoring potentially critical nodes in the system (i.e., fitting only pairwise on nodes). Also, 

by using fewer parameters to estimate the same number of observations, we have more 

data to fit each parameter and thus can expect more statistical power, in the case that the 

true history dependence of the signal is well represented by a smooth function. That is, we 

are more precise in our coefficient estimates and are better able to detect small, nonzero 

effects between nodes. Thus, the spline-Granger method has more statistical power to 

detect true connections between nodes. Fewer parameters make computing large functional 

networks feasible; an appropriate ratio of parameters to observations - given stationarity 

constraints - can be achieved, resulting in more certainty in our model inference (Kelley & 

Maxwell, 2003). Therefore, the spline-Granger procedure permits inference of more 

precise and representative networks that cover a larger spatial and temporal scale. 
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In what follows we compare the performance and accuracy of the spline AR model 

to the standard AR model on simulations and real data. Through single-node simulations 

and in vivo recordings, we show that the spline AR model can reconstruct signals with 

accuracy comparable to the standard AR model, while the spline AR model requires fewer 

parameters to do so. Then, through simulation of nine-node networks, we show how 

appropriate choice of model order, or amount of history dependence included, improves 

the accuracy of the networks inferred. Finally, we implement both measures on a 26-node 

network of cortical data recorded preceding a seizure. We show that, for the 26-node 

networks, the spline-Granger method successfully infers functional networks for a smaller 

time window due to estimating fewer parameters and providing greater confidence in the 

inferences. We show that, because we have more statistical power and precision in 

estimating the model coefficients when fitting the spline AR models, the spline-Granger 

method is more sensitive to detecting true edges, or true positives, between nodes while 

preserving the same false positives.  

2.2 Methods 

2.2.1 Implementation of the standard AR model and standard-Granger method 

We employ the traditional conditional Granger causality measure for directed 

functional connectivity, which we refer to as the standard-Granger method (Barnett & 

Seth, 2014). This method is a model-based approach to determine if the activity in one 

brain region - or node - drives activity in another brain region. If the history of activity at 

node A significantly reduces the amount of unexplained variance in the model of activity 
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at another node B, then we conclude that node A has predictive power over - or drives - 

node B (Granger, 1969). For example, consider inference of the directed functional 

connectivity of a three-node network comprised of signals 𝑥𝑡,  𝑦𝑡, 𝑧𝑡, where 𝑡 indicates a 

discrete time index. To test the hypothesis that 𝑦𝑡 drives 𝑥𝑡, we build two autoregressive 

(AR) models of the activity of 𝑥𝑡: a full model including the history of all nodes in the 

network, and a nested (or restricted) model that includes the history of all nodes except that 

of 𝑦𝑡 . We will refer to these models as the standard AR model, and the equations are, 

respectively: 

 𝑥𝑡 = 𝑥(𝑡−1∶ 𝑡−𝑝)
𝑇 𝛽𝑥𝑥+ 𝑦(𝑡−1∶ 𝑡−𝑝)

𝑇 𝛽𝑥𝑦 + 𝑧(𝑡−1∶ 𝑡−𝑝)
𝑇 𝛽𝑥𝑧  + 𝜖𝑥,𝑡 (2.1a) 

 𝑥𝑡 = 𝑥(𝑡−1∶ 𝑡−𝑝)
𝑇 𝛽𝑥𝑥 + 𝑧(𝑡−1∶ 𝑡−𝑝)

𝑇 𝛽𝑥𝑧 +  𝜖𝑥̃,𝑡  (2.1b) 

In these equations, 𝑥𝑡 ,  𝑦𝑡 and 𝑧𝑡 are column vectors containing the history dependence of 

their respective signals, i.e., for a model of order 𝑝, 𝑥(𝑡−1: 𝑡−𝑝)
𝑇 = [ 𝑥𝑡−1 …  𝑥𝑡−𝑝], where 𝑇 

indicates transpose, and 𝛽𝑥𝑥, 𝛽𝑥𝑦, 𝛽𝑥𝑧  are column vectors containing the corresponding 

coefficients of the history dependence, i.e., 𝛽𝑥𝑥 = [𝛽𝑥𝑥,1 … 𝛽𝑥𝑥,𝑝]
𝑇

.  

Choosing the best model order 𝑝  is a challenging task as there are several 

statistically guided techniques, such as the Akaike Information Criterion (AIC) and 

Bayesian Information Criterion (BIC), which may yield different recommendations. 

Furthermore, different time windows of data and different pairs of electrodes may also 

yield different recommendations. Because model order can significantly affect results, we 

follow the recommendation to fix 𝑝 across all electrode pairs and time windows (Cohen, 

2014). We also choose the same 𝑝 for both full and nested models as is conventionally 



 

 

37 

done when estimating causality in neuroscience research (Barnett & Seth, 2014; Bressler 

& Seth, 2011; Ding et al., 2006; Granger, 1969; Karalis et al., 2016; Luo et al., 2012; Mitra 

et al., 2018; Place, Farovik, Brockmann, & Eichenbaum, 2016; Schmitt et al., 2017; Seth, 

2010; Smith et al., 2015; Uddin, Supekar, Ryali, & Menon, 2011; Zagha, Ge, & 

McCormick, 2015).We use the fitglm function in MATLAB to determine the model 

coefficients and compute AIC. 

The standard-Granger method refers to the procedure for determining a functional 

connectivity network from multiple signals by fitting the full and nested standard AR 

models in (2.1a) for every signal pair. To determine if the proportion of variance explained 

by introducing the variables associated with 𝑦𝑡 in (2.1a) is significant, we construct an F-

test, comparing the residuals of the full and nested models (Barnett & Seth, 2014). The null 

hypothesis is that the regions are not functionally connected, or that, for our trivariate 

example, 𝑦𝑡 does not significantly improve model residuals. The F-statistic is defined as 

follows:  

𝐹 =
 (RSS𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑−RSS𝑓𝑢𝑙𝑙)/𝑝 

 RSS𝑓𝑢𝑙𝑙/(𝑁−𝑘∗𝑝)
, 

where RSS𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑒𝑑 and RSS𝑓𝑢𝑙𝑙 are the residual sum of squared errors for the restricted 

(2.1a) and full models (2.1a), respectively. The F-statistic accounts for the number of free 

parameters in each model; 𝑝 is the model order, 𝑘 is the number of nodes in the network, 

and 𝑁 is the number of observations used to fit the models. The F-statistic is compared to 

an F-distribution with parameters 𝑑1 = 𝑝 and 𝑑2  =  𝑁 − 𝑘 ∗ 𝑝.  
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Both equations in (2.1a) are conditioned on the history of 𝑧𝑡 to remove the 

possibility of a spurious result in the case that 𝑧𝑡  acts to confound the relationship between 

𝑥𝑡 and 𝑦𝑡, often referred to as the common input problem (Bastos & Schoffelen, 2016). 

That is, suppose 𝑧𝑡  has predictive power for both 𝑥𝑡  and 𝑦𝑡 , and that 𝑥𝑡  and 𝑦𝑡  are 

conditionally independent. In this scenario, if we did not include the history of 𝑧𝑡 in either 

of the models, we would likely conclude that 𝑦𝑡 drives 𝑥𝑡 , or 𝑥𝑡  drives 𝑦𝑡, due to the 

indirect effect of both signals being correlated with 𝑧𝑡. However, by conditioning each 

model on the rest of the network, here by including the history of 𝑧𝑡, we would correctly 

identify no direct interaction between 𝑥𝑡 and 𝑦𝑡. This example illustrates the importance of 

conditioning autoregressive models on the network as a whole rather than computing only 

pairwise comparisons.  

In what follows, we compute the F-statistic and its associated p-value for every pair 

of nodes in the network. When doing so, we use the False-Discovery-Rate (FDR) to control 

for multiple testing, with q = 0.05 (i.e., an upper bound of 5% on the expected proportion 

of false positives among all declared edges in the inferred network) (Benjamini & 

Hochberg, 1995). 

To estimate confidence bounds for the model coefficients (e.g., 𝛽𝑥𝑥 in (2.1a)) we 

employ a bootstrapping procedure. To do so, we use the observed coefficient estimates and 

their estimated covariance to generate 10,000 normally distributed samples of the 

coefficients. From the resulting distribution, we determine the 0.025 and 0.975 quantiles 

of estimated model coefficients. In this way, we use the surrogate distribution to define the 

95% confidence interval for the history dependence estimates. 
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2.2.2 Implementation of the spline AR model and the spline-Granger method 

The method we develop in this paper is a modified version of the standard-Granger 

method, which we refer to as the spline-Granger method. The difference between the two 

methods is that, in the spline-Granger method, we rewrite the standard AR model (2.1a), 

such that the coefficients of the lagged variables are written in a Cardinal spline basis 

(Hearn & Baker, 1996). This spline basis fits a smooth curve to the data via local 

interpolation. It does so by estimating third-degree polynomials between specified points, 

called knots, in the data such that connections at the knots are smooth. To estimate a third-

degree polynomial between two knots, we require that the tangent line at each knot is 

determined by the slope of the surrounding points whose shape is controlled by a tension 

parameter, 𝜏, which we set to 0.5. That is, if we are estimating a polynomial, 𝑓(𝑥), between 

the two discretely indexed knots at 𝑥 =  𝑢2  and 𝑥 = 𝑢3  from the set of knots 

𝑢1, 𝑢2, … , 𝑢ℓ , then we impose: 𝑓′(𝑢2) = 𝜏(𝑓(𝑢3) − 𝑓(𝑢1))  and 𝑓′(𝑢3) =  𝜏(𝑓(𝑢4) −

𝑓(𝑢2)).  The resulting estimated curves are continuous and have continuous first 

derivatives. By using a spline basis to estimate the history dependence in the Granger 

model, we reduce the number of model parameters to estimate from 𝑝 (the number of 

history terms in the standard-AR model (2.1a)) to the number of knots. This method allows 

us to estimate directed functional connectivity with the same duration of history 

dependence as the standard-Granger model while reducing the number of parameters in the 

system.  

We express the model coefficients in (2.1a) in a spline basis via the transformation 

𝛽𝑖𝑗 = 𝑀𝛼𝑖𝑗, where 𝑀 is a matrix of size 𝑝 by ℓ, the number of knots, and whose columns 
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consist of the spline basis vectors. We will refer to this model as the spline AR model with 

equations: 

 𝑥𝑡 = 𝑥(𝑡−1∶ 𝑡−𝑝)
𝑇  𝑀 𝛼𝑥𝑥 + 𝑦(𝑡−1∶ 𝑡−𝑝)

𝑇  𝑀 𝛼𝑥𝑦 + 𝑧(𝑡−1∶ 𝑡−𝑝)
𝑇  𝑀 𝛼𝑥𝑧  + 𝜖𝑥,𝑡  (2.2a) 

 𝑥𝑡 = 𝑥(𝑡−1∶ 𝑡−𝑝)
𝑇 𝑀 𝛼𝑥𝑥 + 𝑧(𝑡−1∶ 𝑡−𝑝)

𝑇 𝑀𝛼𝑥𝑧 +  𝜖𝑥̃,𝑡 (2.2b) 

We choose the number of knots in the system, ℓ, to be less than 𝑝 in the standard-

Granger model. We note that for ℓ = 𝑝, the number of knots equals the order, and the 

history dependent model in the spline basis and standard basis are equivalent. 

Many alternative approaches exist to reduce the number of parameters required in 

a multivariate autoregressive model of neural activity. Common approaches include 

downsampling the time series data (Cohen, 2014; Seth et al., 2015; Seth, Chorley, & 

Barnett, 2013) or using regularization techniques (Smith et al., 2011; Valdés-Sosa et al., 

2005) which makes the assumption that network connectivity is sparse. Both 

downsampling and an assumption of sparse network connectivity are inappropriate for 

some types of neural data, for example seizure activity, during which high frequency 

rhythms (Frauscher et al., 2017) and dense functional network connectivity are common 

(Burns, Santaniello, Yaffe, Jouny, & Crone, 2014; Jiruska et al., 2013; Kramer & Cash, 

2012; Schindler, Elger, & Lehnertz, 2007). In addition, interhemispheric interactions may 

occur with prolonged delays (de Pasquale et al., 2010; Ringo et al., 1994), and developing 

a model that omits these delayed interactions may result in inaccurate functional networks 

(Bressler & Seth, 2011). 

In what follows, we develop an approach to estimate multivariate autoregressive 

models of neural activity with prolonged history dependence and many nodes yet maintain 
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a relatively small number of parameters. Many continuous systems can be well 

approximated with low-order AR models because the system exerts itself instantaneously. 

However, in neural systems, there exist delays between the field signals that are influenced 

by the neural mechanisms themselves, such as the neural tissue and myelination of the 

fibers. We suspect that higher-order AR models are needed to fully capture these delays. 

Therefore, we choose to use a spline basis to aid in capturing the effects at longer lags, as 

previously used in the point process framework, where splines have been shown to 

efficiently capture the effects of a spike on a point process through some delay (Deng et 

al., 2013, Eden et al., 2012). The spline basis helps us achieve the goal of maintaining the 

spatial scale, i.e., the size of the network, while extending our temporal scale, i.e., including 

longer lags.” 

To fit the spline AR model equations, we must first choose the location of the knots. 

Although procedures exists to select knot locations, an optimal knot placement is difficult 

to determine (Dimatteo, Genovese, & Kass, 2001). We choose here to place knots 

uniformly spaced every five indices starting at zero. When the sampling rate of the data is 

500 Hz, this corresponds to a knot every 10 ms. Because there is missing information at 

the first and last boundary knots, we include one (invisible) knot at -200 ms before the first 

time index, and we require that the first derivative of the spline function be zero at the last 

knot. That is, at the last knot, 𝑥 = 𝑢ℓ, we fix 𝑓′(𝑢ℓ) = 0. In doing so, we assume that the 

history dependence does not change dramatically at long delays. In Figure 2.1, we plot an 

example set of basis functions for an example history dependence spanning 60 ms 



 

 

42 

(sampling rate 500 Hz). We show the eight fitted basis functions (for knots at -200 ms, 0 

ms, 10 ms, 20 ms, 30 ms, 40 ms, 50 ms, and 60 ms). 

In what follows, we refer to the spline-Granger method as the procedure for 

determining a functional connectivity network from multiple signals by fitting the full and 

nested spline AR models (2.2a) for every signal pair and applying the same F-test as 

described for the standard-Granger method. We estimate the confidence bounds on the 

coefficients via the same bootstrapping procedure as described for the standard-Granger 

method. 

 

Figure 2.1: Example approximation of history dependence with Cardinal spline basis 

functions.  

Example history dependence (black, solid) spanning 60 ms, and its approximation (gray, 

solid) using eight Cardinal spline basis functions (colored, dashed) with knots at -200 ms, 

0 ms, 10 ms, 20 ms, 30 ms, 40 ms, 50 ms, and 60 ms. A multiplicative factor scales each 

spline basis function, so that sum of all eight basis functions approximates the history 

dependence. 
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2.2.3 Goodness-of-fit: Grenander and Rosenblatt test  

As one measure of the model goodness-of-fit, we compare the spectra of the estimated 

model signals to the observed signal. To do so, we implement a modification of the 

Grenander and Rosenblatt test of the integrated spectrum, as described in (Priestley, 1981). 

This test compares the true cumulative spectrum of the signal, 𝐻(𝜔), with the cumulative 

spectrum of a new realization of the estimated model 𝐻̂(𝜔). Because we are most 

interested in observations that consist of a single, noisy realization of a process, we replace 

the true cumulative smoothed spectrum with the spectrum estimated from the observed 

data. In this way, the test compares the observed spectrum with the spectrum simulated 

from the model. We estimate the spectrum using the multitaper method with a frequency 

resolution of 2 Hz. Doing so reduces the variability of the spectral estimates, compared to 

other approaches (Bokil, Andrews, Kulkarni, Mehta, & Mitra, 2010). The 95% confidence 

intervals for the cumulative spectra are computed using the following two equations: 

𝐻̂(𝜔) − 𝑎√
8𝜋𝐺̂(𝜋)

𝑁
≤ 𝐻(𝜔) ≤ 𝐻̂(𝜔) + 𝑎√

8𝜋𝐺̂(𝜋)

𝑁
  

𝐺̂(𝜋) =  
1

4𝜋
∑ 𝑅̂2(𝑠)𝑁−1

𝑠=−(𝑁−1) , 

where 𝑁 is the number of samples in the signal from which the spectrum is estimated, 𝑅̂(𝑠) 

is the sample autocovariance function, and 𝑎 =  2.2414 specifies the 95% confidence 

interval. Grenander and Rosenblatt define the statistic: 𝑘𝐺𝑅 =  max
𝜔

√𝑁 |𝐻̂(𝜔) − 𝐻(𝜔)|, 

which here is the weighted absolute difference between the observed cumulative spectrum 

and the estimated model spectrum. The model is considered a good fit with 95% confidence 
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if the value of the statistic 𝑘𝐺𝑅 is less than 2.2414 (Priestley, 1981). We determine the p-

value associated with this statistic using the table in (Grenander & Rosenblatt, 1984), and 

correct for multiple comparisons using the False Discovery Rate with a significance level 

of 0.05 (Benjamini & Hochberg, 1995). 

2.2.4 Goodness-of-fit: Durbin-Watson test  

As a second measure of the model goodness-of-fit, we analyze the model residuals 

by computing the Durbin-Watson statistic. The Durbin-Watson test checks for serial 

correlation of the model residuals, as described in (Durbin & Watson, 1950). The Durbin-

Watson statistic is defined as: 

𝑘𝑑𝑤 =  
∑ (𝑒𝑡−𝑒𝑡−1)2𝑁

𝑡=2

∑ 𝑒𝑡
2𝑁

𝑡=1
, 

where 𝑒𝑡 is the residual value at time 𝑡, and 𝑁 is the number of observations. To compute 

a p-value for this statistic, we use the approximation method described in (Durbin & 

Watson, 1950) and commonly implemented, such as in the Multivariate Granger Causality 

Toolbox (Barnett & Seth, 2014), and correct for multiple comparisons using the False 

Discovery Rate with a significance level of 0.05 (Benjamini & Hochberg, 1995). 

2.2.5 Generation of synthetic signals: single-node simulations 

We generate a signal with a long history dependent structure to examine the 

performance of the standard AR and spline AR models. To generate the signal, we use an 

autoregressive model of order 20, AR(20): 

 𝑥𝑡 =  𝑥(𝑡−1∶ 𝑡−20)
𝑇 𝛽𝑥𝑥 +  𝜖𝑥,𝑡,  (2.3) 
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where we choose the coefficients 𝛽𝑥𝑥  to create a signal dominated by high frequency 

activity, 𝛽𝑥𝑥 = [-0.023, 0.100, 0.050, -0.160, -0.170, -0.160, -0.123, -0.086, -0.008, 0.056, 

0.083, 0.079, 0.056, 0.027, 0.005, 0.002, 0.003, 0.013, 0.021, 0.019]𝑇. We note that these 

coefficients establish a relatively smooth history dependence (for example, see Figure 

2.3c). The last term in the model, 𝜖𝑥,𝑡 , is a normal random variable (mean = 0, variance = 

0.0625) and 𝑡 corresponds to a sample every 1 𝑓⁄  of a second, where 𝑓 is the sampling 

frequency. In all simulations, we set the sampling frequency to 500 Hz. To fit the models, 

we simulate 8 s of data, and analyze the last 2 s (1000 samples) of data to avoid the effects 

of initial transients. In autoregressive modeling, it is required that the signals are weakly 

stationary, meaning that the mean and variance do not change over time (Cohen, 2014). To 

assess the stationarity of our simulated data, we apply to each simulation the KPSS test 

implemented in the Multivariate Granger Causality toolbox (Barnett & Seth, 2014; Seth et 

al., 2015). All simulations passed these tests at significance level α = 0.05.” 

To examine the impact of downsampling the signal as an alternative means of 

reducing the number of parameters, we first simulate a signal at 500 Hz as described above, 

and then downsample this signal using the MATLAB function decimate, which first low-

pass filters the data to prevent aliasing, and then downsamples the signal. We downsample 

by a factor of 5 such that the new sampling rate is 100 Hz. 

2.2.6 Generation of synthetic signals: nine-node simulations 

To simulate activity in the nine-node networks, we implement a multivariate 

autoregressive (MVAR) model of order 30. The model for the nine signals is: 
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𝒖𝒕 = ∑ 𝑩𝒊 𝒖𝒕−𝒊

𝟑𝟎

𝒊=𝟏

+  𝝐𝒖,𝒕, (2.4) 

where 𝒖𝒕  is a 9 x 1 vector representing the value for each signal at time 𝑡 , 𝑩  is a 

multidimensional array with dimensions 9 x 9 x p, and 𝝐𝒖,𝒕 is a 9 x 1 vector of normal 

random variables (mean = 0, variance = 0.0625). 𝐵𝑖 contains the model coefficients at time 

𝑡 − 𝑖, where the 𝑛𝑡ℎ, 𝑚𝑡ℎ entry, 𝐵𝑖(𝑛, 𝑚), is the coefficient of influence of signal 𝑚 at time 

𝑡 − 𝑖 on signal 𝑛 at time 𝑡. To generate 𝐵1:30(𝑛, 𝑚) we first define two smooth functions 

(black lines in Figure 2.1)as references for the history dependence of nodes connecting to 

themselves, 𝑛 = 𝑚 (self history; Figure 2.1a) and for nodes connected to other nodes, 𝑛 ≠

𝑚 (cross history; Figure 2.1b). Then, for each 𝐵 coefficient in the network (i.e., for all 

𝑛, 𝑚, and 𝑖 ), we add random noise (mean=0, variance=0.01) to each value to create 

different (noisy) functions for the history dependencies. The resulting values of 𝐵𝑖(𝑛, 𝑚) 

approximate the smooth functions, but are jagged (i.e., not smooth). Example history 

dependencies for the self-history 𝐵1:𝑝(𝑛, 𝑛) and cross-history 𝐵1:𝑝(𝑛, 𝑚), with 𝑛 ≠ 𝑚 are 

plotted in Figure 2.2. In this way, we disadvantage the spline-Granger method because the 

true history dependence violates the spline AR model assumption that the history 

dependence is smooth. 

We implement two simulations with this MVAR model. In the first, we fix the 

estimated model order 𝑝 = 30, simulate 8 s of data, and analyze the last 2 s of data to avoid 

the effects of initial transients. In the second simulation, we fit two models with different 

model orders, 𝑝 = 5 and 𝑝 = 30, and analyze 2 s, 4 s and 8 s of data after simulating an 

initial 6 s of data to avoid initial transients. In all simulations, we set the sampling 
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frequency to 500 Hz. All simulations passed the KPSS test for stationarity (Barnett & Seth, 

2014). 

The single-node and nine-node simulations (include values of 𝑩𝒊) are provided for 

reuse and further development at the repository: https://github.com/erss/spline-granger-

causality. 

 

Figure 2.2: Illustration of model coefficients for network simulations.  

Plots of example functions used for history dependence in the nine-node simulations. The 

network model coefficients (gray curves, three examples shown) were created by adding 

noise to the smooth functions (thick black curves) for the self-influence terms (a), and 

cross-influence terms (b). 

2.2.7 Calculation of network accuracy 

We represent the functional networks inferred from the signals as binary matrices 

in which 1 defines a Granger-caused connection (or edge) between two nodes and 0 defines 

a non-edge, i.e., where there is no evidence for functional connectivity between two nodes. 

https://github.com/erss/spline-granger-causality
https://github.com/erss/spline-granger-causality
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We define the accuracy as the proportion of correctly identified edges, i.e., true positives 

(TP), and non-edges, i.e., true negatives (TN): 

𝑇𝑃 + 𝑇𝑁

𝑁2
, 

where 𝑁2 is the total number of edges in the network. We note that here we allow self-

connections (i.e., an edge from a node to itself) which represent significant self-history 

dependence. 

We note that computing the accuracy requires knowledge of where edges exist, and 

therefore only applies to simulated data.  

2.2.8 Calculation of computation time 

All simulations were run on a standard personal computer (64-bit Mac OX 10.10.5, 

two Quad-Core Intel Xeon 2.27 GHz CPUs, 32 GB memory). Computation time was 

calculated using the tic and toc functions and averaged over multiple simulation trials (as 

described below) in MATLAB version 8.6.0. 

2.2.9 In vivo recordings from a human subject 

One patient (male age 45 years) with medically intractable focal epilepsy 

underwent clinically indicated intracranial electroencephalogram (ECoG) recordings for 

epilepsy monitoring. The recordings were performed using a standard clinical recording 

system (XLTEK, subsidiary of Natus Medical) with a 500 Hz sampling rate. A two-

dimensional subdural electrode array grid (Adtech Medical) was placed on the pia to 

confirm the hypothesized seizure focus, and locate epileptogenic tissue in relation to 

essential cortex, thus directing surgical treatment. The reference electrode was a strip of 
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electrodes placed outside the dura and facing the skull at a region remote from the electrode 

array grid. Clinical electrode implantation, positioning, duration of recordings and 

medication schedules were based purely on clinical need as judged by an independent team 

of physicians without reference to this research. Analysis of these data was performed 

retrospectively under protocols monitored by the local Institutional Review Boards 

according to NIH guidelines. 

In what follows, we analyze a 10 s interval of these data selected to occur before 

seizure onset. Before applying the Granger methods, we filter these data to remove 60 Hz 

line noise (Butterworth filter, order 2, with passband [59,61] Hz). All signals analyzed 

passed the KPSS test for stationarity (Barnett & Seth, 2014). 

2.2.10 Simulation and model fitting code 

The single-node and nine-node simulations (including values of βxx in ((2.3)and 𝐁𝐢 

in (2.4)) and code for implementing both the spline-Granger and standard-Granger network 

inference procedures are provided for reuse and further development at the repository: 

https://github.com/erss/spline-granger-causality. 

2.3 Results 

We begin with simulations to examine the performance of two approaches to history 

dependent modelling, one in which the model history is estimated in a standard basis, and 

another in which the history is estimated in a Cardinal spline basis. We show that, in both 

cases, the spline AR model accurately estimates the history dependence of the simulated 

signal, with more certainty than the standard AR model, and fits the data well. Next, 

https://github.com/erss/spline-granger-causality
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through simulation of a nine-node network, we show that the spline-Granger network 

inference procedure accurately infers the functional connectivity, and has more statistical 

power to detect true edges. Finally, we apply the model fitting and network inference 

procedures to an example multi-electrode voltage recording from human cortex. We show 

that both the spline-Granger and standard-Granger procedures infer similar functional 

connectivity networks, while the spline-Granger method can be implemented on shorter 

duration datasets and has more power to detect edges. These results illustrate the accuracy 

and efficiency of the proposed spline-Granger procedure.  

2.3.1 Simulation: Single Node 

We begin by examining the performance of the spline AR model on two seconds 

of activity simulated from a single node. To construct the simulated signal, we implement 

an autoregressive (AR) model of order 20, corresponding to 40 ms, (see Methods; Equation 

(2.3)) with activity dominated by frequencies in the 15-20 Hz range (Figure 2.3a,b). From 

this simulated signal, we then estimate history dependent autoregressive models, with 

history dependence expressed in the spline and standard bases, and include up to 60 ms of 

history. We choose the estimated history dependence to exceed the true dependence 

because, in practice, estimating model order from noisy neural data is not straightforward, 

and a common approach is to choose a model order between 5 and 100 ms (Barrett et al., 

2012; de Pasquale et al., 2010; Smith et al., 2011). We estimate the parameters of the 

history dependent AR model in two ways. First, we estimate the coefficients 𝛽𝑥𝑥 of the 

standard AR model at each integer lag, in the univariate case where 𝛽𝑥𝑦 and 𝛽𝑥𝑧 are zero 
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vectors (Equation ((2.1a)a)) (Barnett & Seth, 2014). For 60 ms of history, this corresponds 

to 30 parameters to estimate where one coefficient is estimated for every lag. Second, we 

transform the history of the data into a spline basis and estimate the coefficients 𝛼𝑥𝑥 of the 

spline AR model, in the univariate case where 𝛼𝑥𝑦  and 𝛼𝑥𝑧  are zero vectors (Equation 

(2.2a)). For 60 ms of history, this corresponds to 8 parameters in the spline basis where 

coefficients are estimated for each of the 8 basis functions (see example of basis functions 

in Figure 2.1). Both the standard and the spline AR models estimate 60 ms of history 

dependence, but the spline AR model does so with fewer parameters. 

We find that both models accurately estimate the true coefficients used to generate 

the simulated data (Figure 2.3c). For both methods, the coefficient estimates approximate 

the true model coefficients. However, those estimated in the standard AR model lack the 

smooth dependence that exists in the true model coefficients used to generate the signal, 

and have large confidence bounds that frequently include 0, meaning there is no evidence 

of influence at that lag. Visual inspection of Figure 2.3c reveals that the bounds of the 

estimate from the spline AR model are much tighter, and frequently exclude 0; by using 

fewer parameters and fitting on the same amount of data, we increase the amount of data 

used to estimate each parameter. Thus, we increase our effective degrees of freedom, gain 

statistical power to detect nonzero influences, and gain more certainty in the parameter 

estimates. We note that the spline AR model accurately captures the non-zero influence of 

history for broad intervals of time near 0.01 s and 0.03 s, while the standard AR model fails 

to do so (Figure 2.3c). At larger delays beyond the true model order, the estimated 

coefficients of both models fluctuate around zero. 
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To investigate further the performance of both models, we calculate two 

complementary goodness-of-fit measures that evaluate different aspects of the model’s 

agreement with the data. First, we compare estimates of the integrated spectrum calculated 

from the simulated signal and estimated from the two history dependent models (Figure 

2.3d, see Methods). Visual inspection of Figure 2.3d suggests that both the standard AR 

model and the spline AR model produce signals with similar spectra to the observed data 

spectrum. Consistent with this observation, we calculate the Grenander and Rosenblatt test 

statistic (𝑘𝐺𝑅) and find that both models pass the Grenander and Rosenblatt test in this 

realization of the process. This test provides no evidence of a significant difference 

between the spline AR model and the observed signal (𝑘𝐺𝑅 = 1.21, 𝑝 = 0.45), and no 

evidence of a significant difference between the standard AR model and the observed 

signal (𝑘𝐺𝑅 = 1.89, 𝑝 = 0.12). Second, we analyze the model residuals and compute the 

Durbin-Watson test statistic ( 𝑘𝐷𝑊 ) for autocorrelation of the residuals (Figure 2.3e) 

(Barnett & Seth, 2014). With the exception of the residual at 0 lag, we observe no evidence 

of significant autocorrelation in the residuals of the standard AR model (𝑘𝐷𝑊  = 2.00, 𝑝 =

0.99) or the spline AR model (𝑘𝐷𝑊  = 2.00, 𝑝 = 0.99). In this case, we find that both the 

spline AR model and standard AR model pass both goodness-of-fit tests. 

Repeating this analysis for 1000 realizations of the simulated data and model 

estimates, we find consistent results. The mean and standard deviation of 𝑘𝐺𝑅  for the 

standard AR model is 2.28 and 0.79, respectively, and for the spline AR model is 2.21 and 

0.81, respectively. A good model fit with 95% confidence is indicated when 𝑘𝐺𝑅 is below 

2.2414 as computed in (Grenander & Rosenblatt, 1984). The standard AR model passed 
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the GR test in 55% of the realizations, and the spline model passed the GR test in 59% of 

the realizations (Figure 2.3f). The mean 𝑘𝐷𝑊 for the standard AR model is 1.998 (95% 

confidence interval [1.9978, 1.9983]) and for the spline AR model is 1.993 (95% 

confidence interval [1.992, 1.994]). Both the standard and spline AR models passed the 

DW test in 100% of the realizations (see Methods; Figure 2.3g) (Barnett & Seth, 2014; 

Seth, 2010). In addition, we find that the computation time required to estimate the standard 

AR model (mean 94.0 ms, 95% confidence interval [93.8, 94.2] ms) is significantly greater 

(p<10-15, t-test) than that required for the spline AR model (mean 61.0 ms, 95% confidence 

interval [60.6, 61.3] ms, Figure 2.3h). However, we note that the reduction in computation 

time (approximately 33 ms) is of little practical importance for the univariate data analyzed 

here. We conclude that both models are rapidly estimated for these univariate data and tend 

to pass the two goodness-of-fit tests in the same way. 

However, we find that the standard AR and spline AR model results differ in two 

ways. First, for the 1000 realizations of the simulated data, we compute the AIC values for 

model orders up to 30 for both the spline AR model and the standard AR model (Figure 

2.3i). For the standard AR model, we conclude that 16 parameters minimize the AIC, 

corresponding to a history dependence of 32 ms, while for the spline AR model, we 

conclude that 4 parameters minimize the AIC, corresponding to a history dependence of 

20 ms (knots placed at -200 ms, 0 ms, 10 ms, 20 ms). We conclude that, for these simulated 

data, the model order that minimizes the AIC is smaller in the spline AR model than the 

standard AR model; the spline AR model requires fewer parameters to optimize model 

quality. Second, for the 1000 realizations of the simulated data, we determine the width of 
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the 95% confidence interval at 10 ms, and how often this interval correctly excludes the 

null value, for both models. We find that the widths of the confidence bands at 10 ms are 

tighter for the spline AR model (mean width 0.081, 95% confidence interval [0.075, 

0.088]) than for the standard AR model (mean width 0.128, 95% confidence interval 

[0.123, 0.133]). The tighter confidence intervals of the spline AR model result in more 

accurate detection of the non-zero effect at this lag. In the spline AR model, the confidence 

intervals correctly exclude zero for 99.9% of the realizations, while for the standard model 

only 84.5% of the realizations exclude zero (Figure 2.3j). We conclude that the spline AR 

model has more power to detect small nonzero influences in the history dependence not 

detected by the standard AR model. 

An alternative approach to reduce the number of parameters when estimating an 

AR model is to downsample the data (Seth et al., 2015). In some cases, downsampling may 

be advantageous by allowing longer history dependence with fewer model parameters. 

However, downsampling below the timescale of interactions between nodes hinders 

detection of causality, and downsampling typically involves filtering, which is generally 

ill-advised, as it has been to shown to obfuscate underlying causal structure (Barnett & 

Seth, 2014; Seth et al., 2013). The spline-Granger method with uniformly spaced knots 

could be considered a type of downsampling. To verify that this is not the case, we examine 

the standard AR model fit to a downsampled and filtered signal (see Methods). We 

downsample the data so that the sampling frequency is reduced from 500 Hz to 100 Hz; in 

the resulting signal, each sample is separated by 10 ms, which matches the interval between 

knots in the spline AR model (Figure 2.4a). We then fit the standard AR model to the 
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downsampled data using the same history dependence of 60 ms, as in Figure 2.3. We find 

that the estimated coefficients for the downsampled signal provide a poor estimate of the 

true history of the signal (Figure 2.4b). We note that, for this example, the standard AR 

model fails the GR test ( 𝑘𝐺𝑅  statistic is 7.84, 𝑝 < 10−15 ) and passes the DW test 

(𝑘𝐷𝑊 statistic is 1.83 𝑝 = 0.22).  

Repeating this analysis of downsampled data for 1000 realizations, we find 

consistent results. The mean 𝑘𝐺𝑅  for the standard AR model is 8.25 (95% confidence 

interval, [8.20, 8.30]), passing the GR test for none of the realizations. The mean 𝑘𝐷𝑊 for 

the standard AR model is 1.86 (95% confidence interval [1.86, 1.87]), passing the DW test 

in 97% of the realizations (Barnett & Seth, 2014; Seth, 2010). Thus, we conclude that the 

standard AR model is a poor fit to the downsampled and filtered signal, and not equivalent 

to the spline AR model, which passes both model fitting tests, and more accurately captures 

the true history dependence of the data. We note that the spline AR model acts to 

downsample the history dependence, not directly the signal itself. 
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Figure 2.3: Both modeling 

approaches perform well for a 

single node with a dominant high 

frequency spectral peak and long, 

smooth history dependence. 

(a,b) Example trace (a) and spectrum 

(b) of the simulated signal. Rhythms 

near 15 Hz dominate the activity. 

Scale bar in (a) indicates 200 ms. 

(c) The true autoregressive 

coefficients (black curve) estimated 

using the spline AR model (solid red 

curve, 95% confidence interval in 

dashed red), and using the standard 

AR model (green curve, 95% 

confidence interval in dashed green). 

(d) Illustration of the Grenander and 

Rosenblatt goodness-of-fit test of the 

integrated spectrum for the data in (a). 

The cumulative distribution of the 

observed signal power (black) and 

both estimated averaged signals’ 

power (standard AR in green, spline 

AR in red) overlap. Dashed lines indicate 95% confidence intervals. 

(e) Illustration of the Durbin-Watson goodness-of-fit test for the spline AR model for the 

data in (a). The autocorrelation of residuals remains small for all nonzero lags. 

(f-h) Population results (1000 instances) of the simulation for the (f) Grenander and 

Rosenblatt statistic, (g) Durbin-Watson statistic, and (h) computation time. The 

computation time (h) is significantly smaller for the spline AR model; error bars indicate 

two standard errors of the mean. For both models, approximately 60% of the simulations 

pass the Grenander and Rosenblatt test (f), and nearly 100% of the simulations pass the 

Durbin-Watson test (g). 

(i) Averaged AIC values for 1000 instances of the simulation for a range of parameters for 

both the spline AR (red) and standard AR (green) models; solid curves indicate the mean, 

and dashed curves represent two standard errors of the mean. 

(j) Population results (1000 instances) of the simulation for the exclusion of the null value at 

10 ms delay. The confidence bounds at 10 ms correctly exclude the null value in 

approximately 80% of the simulations for the standard AR model, and nearly all 

simulations for the spline AR model. 
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Figure 2.4: The spline-Granger 

method is not equivalent to 

filtering and downsampling the 

signal. 
(a) Example trace of a simulated 

signal (black), filtered and 

downsampled signal (dashed black) 

and signal estimated from the 

downsampled signal using the 

standard AR model (green). Scale 

bar indicates 10 ms. 

(b) The true autoregressive 

coefficients (black curve), and 

estimated coefficients using the standard AR model (green curve, 95% confidence interval 

in dashed green 

 

2.3.2 Simulation: Nine-Node Network 

In the previous section, we showed that, in a single node simulation, estimation of 

an AR model in two ways (at each integer lag, and with a spline interpolation of history) 

performed similarly; both models adequately reconstructed the data (i.e., tended to pass 

two goodness-of-fit tests), and accurately captured the history dependence. In this section, 

we examine the performance of the spline-Granger and standard-Granger methods with a 

more complicated network of signals. To do so, we simulate a nine-node network using a 

multivariate autoregressive (MVAR) model with history dependent effects extending to 60 

ms (see Methods). In these simulated data, the activity (Figure 2.5a,b) at each node depends 

on its own history (up to 60 ms), and may depend on the history of activity at other nodes 

(again, up to 60 ms). We show a representation of the true network connectivity, defined 

as nonzero influence in the MVAR, in Figure 2.5c. In this figure, we indicate the maximal 
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influence (across all lags) between nodes; darker colors indicate stronger connectivity 

between nodes. We expect an accurate network inference to mimic this connectivity 

pattern. 

We begin by estimating the functional connectivity given two seconds of data 

simulated from the nine-node network. We determine the functional connectivity in the 

traditional way by implementing Granger causality to assess the predictive power of each 

node on all nodes (including self-influences) (Barnett & Seth, 2014); see Methods. We do 

this in two ways: the standard-Granger causality method, and the modified spline-Granger 

causality method. In the standard-Granger approach, we fit AR models and estimate the 

history dependence at every time delay for each node, which requires estimation of a large 

number of parameters; each node in the nine-node network of order 30 (i.e., 60 ms history 

dependence) requires estimation of 270 parameters (9 nodes * 30 parameters) for the full 

model fit (see Methods, Equation (2.1a)). In the spline-Granger approach, we fit AR 

models whose coefficients are written in a lower dimensional spline basis. For this 

example, we use eight spline basis functions that span the specified 60 ms (see Methods, 

Equation (2.2a)). Doing so reduces the number of parameters to estimate for each node to 

72 (9 nodes * 8 knots). 

We fit both the standard AR model (Equation (2.1a)) and the spline AR model 

(Equation (2.2a)) to the simulated data. For the example data in Figure 2.5a, we find that 

the inferred spline-Granger networks accurately capture the true network connectivity 

(Figure 2.5d). In this example for one realization of the network, the accuracy, or the 

proportion of correctly identified edges and non-edges (see Methods), is 100% for the 
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spline-Granger network (Figure 2.5d) and is 96.3% for the standard-Granger method (i.e., 

the inferred functional networks using the standard-Granger method correctly identify 78 

of the 81 edges and non-edges in the true network). Repeating this MVAR simulation 1000 

times with different noise instantiations, we find that nodes more strongly connected in the 

true network (Figure 2.5c) appear more frequently in the inferred networks with less 

variability (mean and standard deviation of networks inferred across the 1000 realizations 

using the spline-Granger method in Figure 2.5e and f, respectively). Computing the 

accuracy between the standard- and spline-Granger networks, we find 96.33 +/- 2.00 %. 

This indicates that functional networks inferred using standard-Granger and spline-

Granger are similar. 

To examine the impact of model order on network inference, we repeat the MVAR 

simulation and estimation of the spline and standard AR models with history dependence 

up to: (1) 10 ms, corresponding to 5 parameters in the standard AR model and 3 parameters 

in the spline AR model, and (2) 60 ms, corresponding to 30 parameters in the standard AR 

model and 8 parameters in the spline AR model. We chose these two history dependencies 

to test the hypothesis that, if the true history dependence of a system is long, then models 

estimated using a longer history dependence infer more accurate networks. We compare 

models fit using 5 integer lags in the standard AR, a typical model order chosen for standard 

AR models in the literature (Barnett & Seth, 2014; Barrett et al., 2012) with models fit 

using 30 integer lags in the standard AR model. The latter corresponds to the true model 

order, but is traditionally not computationally feasible for larger-scale biological networks. 

The goal of these simulations is to compare how network inference is affected by the 
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amount of history dependence included in the model. In both cases, we infer functional 

networks from simulated data of duration 2 s, 4 s, and 8 s. For each combination of model 

order and data duration, we simulate 1000 instances of the MVAR process, and compare 

the accuracy of the inferred networks and computation time of both the spline-Granger and 

standard-Granger methods. 

We find that both the spline-Granger and standard-Granger methods infer more 

accurate functional networks when the model order is higher and closer to the true model 

order for all durations of data analyzed, as expected. For both models, the accuracy is 

higher when estimating 60 ms of history compared to 10 ms of history (compare pink and 

gray bars, Figure 2.5g,h). We also observe that, for the longer history dependence of 60 

ms, the accuracy increases as the duration of data analyzed increases (compare gray bars 

in Figure 2.5g,h); additional data provides more evidence to estimate the additional 

parameters in the model with 60 ms of history. We conclude that the most accurate 

estimation of the functional network occurs when the model order is large and consistent 

with the simulated system, and the duration of data analyzed is large. 

For the network fitting scenarios with less observed data and more parameters to 

estimate (i.e., 2 s of data, and a model history dependence of 60 ms), the spline-Granger 

method is significantly more accurate (p<10-15, t-test; Figure 2.5g,h), capturing 98.69% 

(mean for 1000 simulations, 95% confidence interval [0.9861, 0.9878]) of the true network, 

while the standard-Granger captures 96.96% (mean for 1000 simulations, 95% confidence 

interval intervals [0.9686, 0.9706]). We note that the spline-Granger method produces 

more accurate functional networks, despite the fact that the true simulated history 



 

 

61 

dependence was not smooth. This is because the spline AR model has more statistical 

power to correctly infer edges, i.e., correctly reject the null hypothesis that there is no 

correlation between two nodes. The difference is more pronounced when there is less 

available data to estimate the model parameters.  

To illustrate further the increased statistical power of the spline AR model to detect 

edges, we compare the estimated coefficients from the standard AR and the spline AR 

models for an example node pair at which the two methods produced different results; the 

standard-Granger method failed to detect an edge, while the spline-Granger method 

correctly detected the edge (Figure 2.5i). In this case, consistent with the single node 

simulation (Figure 2.3c), the confidence bounds on the coefficients of the standard AR 

model fluctuate around zero and are much larger than those of the spline AR model. Thus, 

there is not enough evidence to reject the null hypothesis in the standard-Granger method, 

while in the spline-Granger method the decreased uncertainty in the model coefficients 

correctly identifies the nonzero effects, resulting in an edge between the two nodes. 

For both methods, the computation time increases as the model order and duration 

of data analyzed increase (Figure 2.5j,k). However, the computation time for the spline-

Granger method is less than that required for the standard-Granger method for all 

combinations of model order and data duration considered (p<10-15 in all cases). We note 

that this difference is most pronounced when the model order and data duration are large, 

i.e., in the scenario of the most accurate network inference. Specifically, for fitting models 

with 60 ms of history using 8 s of data, the standard-Granger method takes 72% longer to 

compute on average compared to the spline-Granger method.  
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This example highlights the utility of the spline-Granger approach; the method 

permits more accurate network inference because (1) we can fit models with longer history 

dependencies – which are more reflective of neural systems – with fewer parameters, and 

(2) we gain more statistical power to correctly identify edges.  

Figure 2.5: Increases 

in estimated model 

order produce 

accurate functional 

networks in minimal 

computation time 

using the spline-

Granger method. 

(a,b,c) Example 

simulated signals (a) 

and spectra (b) of the 

nine-node network 

with the connectivity 

strength between 

nodes shown in (c). 

Scale bar in (a) 

indicates 200 ms. 

(d,e,f) Corresponding 

networks inferred 

using the spline-

Granger method (d), 

the average network 

estimated from the 

spline-Granger method 

with history dependence 60 ms (e), and the variability of those estimates (f) for 1000 

realizations of the simulated network data. In each figure, darker shades indicate larger 

values. 

(g,h) Accuracy for 1000 realizations of the nine-node network for the standard-Granger (g) 

and spline-Granger (h) models with history dependence extending to 10 ms (red) and 60 

ms (gray), and data of duration 2 s, 4 s, and 8 s. 

(i) An example of the estimated history dependence for which the standard-Granger method 

fails to detect an edge, while the spline-Granger method detects an edge. Inferred 

coefficients for standard AR model (green) and spline AR model (red) and true model 
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coefficients (black); solid curves indicate the mean, and dashed curves indicate the 95% 

confidence intervals. 

(j,k) Computation time for 1000 realizations of the nine-node network for the standard-

Granger (j) and spline-Granger (k) models with history dependence extending to 10 ms 

(red) and 60 ms (gray), and data of duration 2 s, 4 s, and 8 s. 

2.3.3 In vivo Data: Single Node 

To examine the performance of the spline AR model on physiological data, we first 

consider in vivo brain voltage activity recorded from a single electrode. We show in Figure 

2.6a an example voltage trace from human cortex at a time preceding seizure onset. The 

power spectrum of these data exhibits a 1/f structure, common in recordings of brain 

voltage activity (Figure 2.6b) (He et al., 2010). Although the true history dependence is 

unknown for these in vivo data, we may still compare the performance of the spline AR 

model with the standard AR model. First, we compute the AIC values for both models 

(Figure 2.6c). We find for model orders up to 30, no absolute minimum occurs, as expected 

for 1/f signals which theoretically require infinite model order (Tang et al., 2017). Because 

AIC is not an informative way to select model order for brain signals of this type, and other 

model selection procedures tend to produce variable results (Cohen, 2014), we choose to 

fit the univariate spline AR and standard AR models with history dependence up to 40 ms, 

which is within the range of history dependencies reported in brain signals (Barrett et al., 

2012; de Pasquale et al., 2010; Smith et al., 2011). In the standard AR model this 

corresponds to estimating 20 parameters at each integer lag, and in the spline AR model 

this corresponds to estimating 6 parameters for the coefficients of 6 spline basis functions 

(with knots at -200 ms, 0 ms, 10 ms, 20 ms, 30 ms, and 40 ms). The coefficients inferred 

for both models are similar (Figure 2.6d), but the coefficients for the spline AR model are 
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smoother, as expected. Consistent with the single node simulations, we find tighter 

confidence bounds around the estimated coefficients for the spline AR model, and 

significant effects in the history dependence. The estimated coefficients of the standard AR 

model fluctuate around zero starting at and after 7 ms, whereas in the spline AR model, we 

find weak but significant nonzero effects up to 20 ms. The ability to detect these weak 

effects results from the gain in statistical power in the spline-Granger model, which uses 

the same amount of data to estimate fewer parameters. The 𝑘𝐷𝑊 statistics for the standard 

AR and the spline AR models are 2.00 (p= 0.97) and 2.00 (p =0.96), respectively, 

indicating no evidence for autocorrelation of the model residuals. We find that both the 

standard AR and the spline AR models fail the GR test (p<10-15) in both cases the models 

fail to capture all of the observed signal power at low frequencies. Comparing the structure 

of the model coefficients and the model residuals, we conclude that both methods similarly 

reconstruct the data, although the spline-Granger method provides more statistical power 

to detect weak – but significant – effects. 
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Figure 2.6: The spline AR and 

standard AR models produce similar 

results for in vivo data recorded from 

a single node.  

(a,b) Example signal (a) and spectrum 

(b) recorded from human cortex 

preceding a seizure. Black bar in (a) 

indicates 200 ms. 

(c) AIC computed for both the spline 

AR and standard AR models up to order 

30. 

(d) Fits to the history dependence using 

the spline AR model (red) and standard 

AR model (green); solid curves indicate 

the mean, and dashed curves indicate the 

95% confidence intervals. 

 

 

 

2.3.4 In vivo Data: Multiple Nodes 

Finally, we apply both network inference methods to in vivo brain data recorded 

from a 26-electrode array. We chose to use only 26 signals of an 8 x 8 electrocorticography 

grid because while still a sizable number of signals, it is small enough to fit, and thus 

compare, both methods. Typically, computing networks of this scale using the standard-

Granger approach is infeasible due to the limited amount of stationary data available 

relative to the number of parameters required for model inference. To demonstrate the 

utility of the spline-Granger approach, we fit models using 2 s and 10 s of data, and a model 

history dependence up to 40 ms. For 2 s of data, estimation of the standard AR model is 

not appropriate; the number of parameters to estimate for each node (26 nodes * 20 lags = 

520) is nearly half the number of observations per node (2 s * 500 Hz - 20 lags = 980 

observations). In general, a good model fit requires a ratio of the number of observations 
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to the number of parameters much greater than 1 (Harrell, 2001). For the standard AR 

model, this ratio is 1.9, and too small to support confident results. However, because the 

spline AR model requires estimation of only 156 parameters for each node (26 nodes * 6 

knots), this ratio is 6.3, and large enough to perform the model fit. We note that estimating 

the functional network using the spline-Granger method requires 2.90 minutes of 

computation time (Figure 2.7a). 

While, ideally, we would not fit AR models on 10 s of data due to the nonstationary 

nature of brain signals, we do so here as a means of comparison for both network inference 

procedures; despite expecting the underlying brain system generating the observed activity 

to lack stationarity over a 10 s interval, we note that all signals analyzed passed the KPSS 

test for stationarity. For 10 s of data, the number of observations is sufficient to infer 

network structure with both methods. We find that, while the standard-Granger method 

requires 25.4 minutes to compute (Figure 2.7b), the spline-Granger method requires 5.93 

minutes (Figure 2.7c). Excluding the self-influence terms, both methods infer similar 

functional networks; the overlap in edges and non-edges is 93.1%. Additionally, we note 

that the spline-Granger method infers more edges than the standard-Granger method 

(compare Figure 2.7b and c). As we illustrated previously, we compare the estimated 

coefficients for an instance in which the standard-Granger method fails to detect an edge 

and the spline-Granger method detects an edge (Figure 2.7d). Although both methods 

detect a similar mean effect, the 95% confidence bounds on the estimated coefficients for 

the spline AR model are tighter than those for the standard AR model, consistent with the 

simulation results from the nine-node network (Figure 2.5i). Thus, the influence between 
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the two signals is nonzero, and we infer that the two nodes are functionally connected. We 

conclude that the reduction in parameters when using spline-Granger method permits larger 

functional networks to be fit using shorter durations of data, often required when analyzing 

non-stationary data, and that it has more statistical power to detect edges. 

 

Figure 2.7: The spline-Granger method makes inference of a 26-node network 

computationally tractable and more sensitive. 

(a) Network inferred applying the spline-Granger method to 26 voltage recordings of 

duration two seconds. The standard-Granger method requires estimation of too many 

parameters given the amount of data observed. 

(b,c) Networks inferred using standard-Granger (b) and spline-Granger (c) methods applied 

to voltage recordings from 26 electrodes of duration ten seconds. 

(d) Estimated history dependence for a signal pair for which a connection was detected using 

the spline-Granger method (solid red curve, 95% confidence interval in dashed red), but 
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not using the standard-Granger method (solid green curve, 95% confidence interval in 

dashed green). 

 

2.4 Discussion 

Granger causality is a powerful approach to infer functional networks from multi-

sensor recordings of brain activity. However, the standard-Granger approach requires 

estimation of many model parameters, limiting its applicability to small or otherwise 

restricted networks. To address this limitation, we developed a modification of the 

standard-Granger approach by assuming the model coefficients of the time lagged history 

dependent terms are smooth functions. This assumption reduces the number of model 

parameters to estimate and makes inference of functional networks from stationary 

intervals of multi-sensor recordings computationally tractable. 

In univariate and multivariate simulations, we showed that the spline AR model 

accurately reconstructs the signals and closely estimates the true model parameters, and 

that the spline-Granger method accurately infers functional network structure. We also 

showed that when the true history dependence of a system is long (e.g., 60 ms, consistent 

with brain signals), accuracy of functional network inference improves when models 

approximate the true history dependence of the system. We applied the proposed method 

to in vivo brain data and found that a univariate brain signal can be modeled by history 

dependencies that extend to 40 ms, and that multivariate functional networks can be 

inferred using the spline-Granger method on shorter intervals of data. Additionally, in the 

simulations and in vivo brain data, we found that using the same amount of data to estimate 

fewer parameters in the spline-Granger approach produced more precise parameter 
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estimates, i.e., smaller confidence bounds around the parameter estimates, and ultimately 

detection of weak – but present – connections in the functional networks. 

Two challenges limit the applicability of the standard-Granger approach to large 

brain networks. First, the computation time required for the standard-Granger model 

rapidly increases with network size. Second, brain signals are highly nonstationary which 

limits the amount of data and leads to statistically underpowered models. The problem of 

computation time may be addressed through brute force approaches given powerful 

computers and efficient algorithms. The problem of statistically underpowered models may 

be addressed through appropriate choice of model. Combining too many model parameters 

with too few observations leads to Type II errors, meaning many true functional 

connections between nodes will be missed (Kelley & Maxwell, 2003). By assuming that 

the history dependence of the model is smooth, we express the MVAR models in a lower 

dimensional basis, thus reducing the number of parameters to estimate. Compared to the 

standard AR model, the spline AR model proposed here reduces the number of parameters 

by a factor of approximately 5, allowing reliable models estimates from shorter data 

intervals, in the scenario that our model assumptions are appropriate, and reducing 

computation time. 

Because Granger methods are model-based, there are many ways to assess 

goodness-of-fit and confidence in the model results. Since different goodness-of-fit tests 

assess different aspects of model performance, we chose to implement two tests here. The 

Durbin-Watson statistic analyzes the model fit in the time domain by checking for serial 

correlations in the model residuals of the reconstructed signal. The Grenander-Rosenblatt 
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statistic analyzes the model fit in the frequency domain. This test is derived from stochastic 

process theory and compares a known spectrum to a model estimated spectrum. Ultimately, 

this test assesses the model’s ability to generate signals with appropriate spectral properties. 

We chose these two methods because the Durbin-Watson test is commonly used in MVAR 

modeling (Barnett & Seth, 2014) and because the Grenander-Rosenblatt test assess the 

spectrum - an important characteristic of brain data (Buzsáki & Draguhn, 2004). 

In the case of real data, there is no ground truth to assess which model performs 

more accurately. Therefore, we test our models on simulated datasets that are multivariate 

and include an extended timescale of interactions between nodes, consistent with in vivo 

brain activity. Motivated by these simulated results, and our analysis of the ECoG data, we 

speculate that the spline-Granger method supports more accurate and representative 

functional networks. By allowing estimation simultaneously from more brain regions, the 

method permits inference of larger functional networks, i.e., networks with more brain 

regions or nodes, and therefore accounts for more indirect interactions. And, by permitting 

estimation with longer history dependence, the method captures longer scale brain 

dynamics. The fundamental modification in this model compared to the standard-Granger 

approach is the smooth history dependent structure. The benefit of the spline AR model is 

that spline functions are sufficiently flexible to reflect variations in the history dependence 

while using fewer parameters than the standard AR model. We emphasize that neither 

method is more correct, but that the spline-Granger method can operate on more brain 

regions with smaller intervals of data than the standard-Granger method. In the case that 

the model assumptions are met, the effective degrees of freedom in the spline AR model 
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are greater, giving the model more statistical power to detect weak interactions. However, 

we note that this assumption is poor when the history dependence changes quickly, such 

that the history dependence is not smooth, and that this assumption is not particularly useful 

when the true history dependence is short.  

While we cannot know the true history dependence that drives observed neural 

signals, nor necessarily interpret the Granger coefficients as a representation of the 

underlying mechanisms (Barrett & Barnett, 2013), there exist two observations that 

motivate an assumption of smoothness for the model coefficients. First, comparing the 

standard AR to the spline AR model coefficients fit to in vivo data (Figure 2.6 and Figure 

2.7), the standard AR coefficients fluctuate around the spline AR coefficients. While these 

fluctuations may contain meaningful information, we hypothesize that – instead – the rapid 

fluctuations of the standard AR coefficients represent non-informative noise. By 

smoothing these rapid fluctuations, the spline AR model both reduces the impact of this 

noise and requires less parameters to estimate. Second, in the nine node simulations, we 

designed a system such that critical information appeared at longer lags, and the history 

dependencies between signals were not smooth. Yet, despite an incorrect assumption of 

smoothness, the spline-Granger model accurately captured the network structure. In this 

case, the omission of rapid fluctuations in the history dependence did not impact network 

inference. Importantly, because the spline-Granger model required fewer parameters, this 

approach also permits more accurate network inference on a smaller duration of data 

compared to the standard-Granger model. Ultimately, our analysis suggests that the spline 

basis acts as a reasonable approximation for the system. 
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In our model selection procedure, there remain three challenges: determining the 

model order, the choice of knot placement, and the number of knots. Common approaches 

to determining model order, such as the Akaike information criterion (AIC), Bayesian 

information criterion (BIC), and partial autocorrelation functions, aim to select the most 

parsimonious model. However, parsimony may not be desirable; in brain signals, lags up 

to 100 ms can drive the network (Barrett et al., 2012; Smith et al., 2011; Tang et al., 2017) 

and models that omit these influences may miss important features. We also note that AIC 

in particular may be a poor choice for brain data because neural signals are dominated by 

pink noise, which requires an infinite model order (Tang et al., 2017). Determining the 

optimal model order for a multivariate system, rather than a univariate signal, is an even 

more challenging task. For example, the optimal model order may differ for each signal 

(Cohen, 2014). Because of the smoothness induced by the spline basis, small fluctuations 

in the history dependence near zero are damped to zero, consistent with a weak neural 

influence. We speculate that the spline bases could be used a posteriori to determine model 

order as the last non-zero term in the history dependence.  

The transformation into a spline basis also depends heavily on the choice of knot 

placement and the number of basis functions. We chose to place the knots uniformly every 

10 ms to standardize our models across our analysis and to limit how much prior 

information we impose on the models. Other work has explored principled approaches, 

including Bayesian techniques, to determine the optimal number and location of splines 

(Dimatteo et al., 2001), which may potentially yield more accurate models. 
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Continuing research to reduce the number of parameters, and choose appropriate 

models that reflect the system, in these approaches remains an important goal to accurately 

infer functional networks. Ideally, studies are designed to detect features with enough 

power to obtain confidence intervals - of any size - that correctly exclude the null value. 

However, when the feature values are nonzero, but small, model estimates need to be more 

precise, i.e., the confidence intervals need to be small, to correctly exclude the null value. 

Thus, not only is it important to design studies that have enough power to determine the 

significance of parameters, but also to apply methods that support more precise parameter 

estimates. By obtaining tighter confidence bounds, we achieve more accurate parameter 

estimates and thus obtain more power to correctly identify weak, but present, functional 

connections between nodes (Kelley & Maxwell, 2003). Approaches exist to design studies 

that achieve both a desired statistical power level and a desired confidence band width, 

such as Accuracy in Parameter Estimation analysis (Kelley & Maxwell, 2003). Knowing 

the optimal number of parameters to achieve desired power and precision might provide 

insight when choosing the number of nodes and knots to include in spline-Granger network 

models. For instance, if the optimal number of parameters can be predetermined, these 

parameters could then be distributed uniformly across all node pairs in the network. 

In conclusion, the spline-Granger method provides a flexible and useful tool for 

network inference of large models. Because accurate network inference is limited by the 

stationarity of the data available, we develop an approach that reduces the number of 

parameters to estimate. The number of parameters in the model is a function of the number 

of brain regions included and the amount of history dependence estimated between these 
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brain regions. To account for the possible confounding influences of indirect interactions 

between brain regions, we develop an approach that does not reduce the number of brain 

areas, but instead simplifies the estimated history dependence. We showed that we gain 

statistical power and precision in our parameters estimates at the cost of making 

assumptions on how the influence of past values changes over time. By fitting more 

statistically powerful models with more nodes and longer history dependence, the method 

can produce more precise and more informative functional networks.  
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3 CHAPTER THREE  

Source estimates reveal regional spindle deficits and predict cognitive symptoms 

in Rolandic epilepsy3 

ABSTRACT 

 Rolandic epilepsy is the most common form of epileptic encephalopathy, 

characterized by seizures and cognitive deficits in school-age children that spontaneously 

resolve by adolescence. The pathophysiology of this disease is unknown, but growing 

evidence suggests that transient disruption of thalamocortical circuits could cause both the 

stereotyped, focal, sleep-activated epileptiform spikes observed in the inferior Rolandic 

cortex, and a paucity of sleep spindles, physiological rhythms associated with sleep-

dependent learning. We utilized electrical source imaging to study the distribution of 

spindle deficits in this disease and the relationship with cognitive symptoms. In specific, 

we hypothesized that: 1) spindle rate would be decreased in the inferior Rolandic cortex in 

active epilepsy, 2) spindle deficits would extend beyond the epileptic cortex in active 

epilepsy, and 3) regional spindle deficits would better predict cognitive dysfunction than 

focal estimates. We obtained high-resolution MRI, high-density EEG recordings, and 

focused neuropsychological assessments in children with Rolandic epilepsy during active 

                                                 

 

3 Chapter 3, in full, is a reprint of the following article as it appears under review: Spencer, E. R., 

Chinappen, D., Emerton, B., Morgan, A. K., Emerton, B., Manoach, D. S., Eden, U. T., Kramer, 

M. A., & Chu C. (2021).  Source estimates reveal regional spindle deficits and predict cognitive 

symptoms in Rolandic epilespy, under review. 
 



 

 

76 

(n=8, age 9-14.7 years, 3F) and resolved (n=10, age 10.3-16.7 years, 1F) stages of disease 

and age-matched controls (n=8, age 8.9-14.5 years, 5F). We computed spindle rates using 

a validated spindle detector applied to the source activity in the inferior Rolandic cortex as 

well as each label in the Desikan-Killiany cortical atlas during non-rapid eye movement 

sleep. The results were compared across groups and to measures of fine motor dexterity, 

phonological processing, attention, and global intelligence (IQ) using generalized linear 

models and a bootstrap analysis of goodness-of-fit. Among detected spindles, we also 

compared spindle features (power, duration, coherence, bilateral synchrony) between 

groups. We found that spindle rate was reduced in the inferior Rolandic cortices in active 

Rolandic epilepsy (active P=0.007; resolved P=0.2) compared to controls. We found 

statistically significant decreased bilateral synchrony between spindles in the active group 

(P=0.005) but not resolved (P=0.1) compared to controls and no difference in the other 

tested spindle features. Compared to controls, spindle rate in the active group was also 

found to be reduced in the prefrontal, insular, superior temporal, and posterior parietal 

regions (P<0.009 for all). Regional spindle rates positively correlated with cognitive 

function (P<1e-4) and provided improved estimates of fine motor dexterity compared to 

focal estimates from the inferior Rolandic cortex alone (P=0.001). These results provide 

evidence for a regional disruption to the thalamocortical circuit in Rolandic epilepsy and a 

potential mechanistic explanation for the broad cognitive deficits observed in children with 

this epileptic encephalopathy. 
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3.1 Introduction 

 Rolandic epilepsy, previously known as benign epilepsy with centrotemporal 

spikes, is the most common form of childhood epileptic encephalopathy, characterized by 

epileptic spikes and seizures arising from the inferior Rolandic cortex during non-rapid eye 

movement (NREM) sleep and neurocognitive deficits ranging from subtle to severe in 

school-age children (Berg et al., 2010; Besenyei et al., 2012; Carvill et al., 2013; Tovia et 

al., 2011). Common cognitive deficits grossly localize to frontoparietal circuits and include 

sensorimotor dysfunction, attention-regulation difficulties, and phonological processing 

difficulties (Callenbach et al., 2010; Katewa & Parakh, 2015; Vannest, Tenney, Gelineau-

Morel, Maloney, & Glauser, 2015; Wickens et al., 2017). This disease is self-limited, in 

that by adolescence, seizures spontaneously resolve. Additionally, the neurocognitive 

deficits are also transient, where formal neuropsychological testing identifies symptoms in 

most children tested within approximately five years of onset (Wickens et al., 2017) but 

cannot detect deficits when children are tested nine years after diagnosis (Ross, Stoyell, 

Kramer, Berg, & Chu, 2020). Importantly, cognitive deficits are observed in children 

independent of anticonvulsant treatment status (Wickens et al., 2017). 

 While epileptic spikes provide a robust biomarker of seizure risk, the 

neurophysiological basis for cognitive deficits in this epileptic encephalopathy remains 

largely unknown. The activation of epileptic spikes during NREM sleep characteristic of 

Rolandic epilepsy (Carvill et al., 2013; Katewa & Parakh, 2015) suggest involvement of 

the thalamus, a prominent brain nucleus involved in synchronizing and regulating sleep 

rhythms (De Gennaro & Ferrara, 2003; Gent, Bassetti, & Adamantidis, 2018). This 
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hypothesis has been further supported by recent work identifying abnormal thalamocortical 

white matter connectivity to the Rolandic cortex (Thorn et al., 2020) and a paucity of sleep 

spindles, characteristic 10-15 Hz rhythms produced during NREM sleep, in central regions 

on scalp EEG (Kramer et al., 2021). Sleep spindles are generated and amplified within the 

thalamocortical circuits and have been associated with sleep-dependent memory 

consolidation, and general cognitive functioning (Beenhakker & Huguenard, 2009; De 

Gennaro & Ferrara, 2003). Epileptiform spikes are anticorrelated with spindles in Rolandic 

epilepsy (Kramer et al., 2021), suggesting a competitive relationship, whereby spikes may 

commandeer spindle thalamocortical circuitry (Beenhakker & Huguenard, 2009). Because 

the thalamus is comprised of nuclei with distinct cortical projections (Bastuji, Lamouroux, 

Villalba, Magnin, & Garcia-Larrea, 2020; Behrens et al., 2003; Fama & Sullivan, 2015), 

thalamocortical circuit dysfunction may lead to abnormal physiology widespread across 

cortex. Although in Rolandic epilepsy the epileptiform spikes have been well-localized to 

the inferior Rolandic cortices (Mirandola et al., 2013; Ross et al., 2020), the spatial extent 

of the spindle disruption and the relationship to cognitive function is not known. 

 Prior work evaluating sleep spindles in Rolandic epilepsy utilized standard scalp 

EEG data, which is limited in spatial resolution due to skull blurring and inconsistent 

electrode placement across subjects (Kramer et al., 2021). To better evaluate the spatial 

extent of the spindle deficit in Rolandic epilepsy, we utilized co-registered high-density 

EEG, high-resolution MRI, digitized electrode coordinates, and a validated biophysical 

electrical source imaging (ESI) model to estimate cortical signals (Hamalainen & Sarvas, 

1987, 1989). To relate these findings to cognitive function, we evaluated performance on 
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tasks targeting sensorimotor, attention, phonological processing, and global intellectual 

(IQ) skills, the canonical challenges reported in Rolandic epilepsy (Scheffer et al., 2017; 

Vannest et al., 2015; Wickens et al., 2017). We hypothesized that: 1) spindle rate would be 

decreased in the inferior Rolandic cortex, 2) spindle deficits would extend beyond the 

epileptic cortex, and 3) regional spindle deficits would better predict cognitive dysfunction 

than focal estimates. Identification of regional spindle deficits in Rolandic epilepsy may 

provide an improved biomarker and mechanistic explanation for the variable cognitive 

deficits observed in children with this epileptic encephalopathy and evidence for a regional 

disruption to the thalamocortical circuit in this disease. 

3.2 Materials and methods 

3.2.1 Subject data 

 Children with a documented EEG showing sleep-activated centrotemporal spikes 

and a clinical diagnosis of Rolandic epilepsy by a child neurologist (n=18, ages 9-16.7, 4F) 

and control subjects (n=8, age 8.9-14.5 years, 5F) were recruited to participate. The 

epilepsy subjects were further divided into two groups based on seizure risk (Ross et al., 

2020): active disease (n=8, age 9-14.7 years, 3F), and resolved disease (n=10, age 10.3-

16.7 years, 1F).  

 This research was approved by the Massachusetts General Hospital and Boston 

University institutional review boards, and assent and informed consent were obtained 

from each subject and guardian. 
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3.2.2 Electrical source imaging and minimum norm estimation 

 Each subject underwent an EEG recording session, MRI recording session, and 

assessment of neuropsychological function. MRI and neuropsychological evaluations were 

separated from the EEG by 3.8 days (range 0-36) and 28.6 days (range 0-142), respectively. 

EEG data (70 channel cap based on the 10-10 electrode placement system with additional 

electrodes at T1 and T2, 2035 Hz sampling rate (Easycap, Vectorview, Elekta-Neuromag, 

Helsinki, Finland)) collected during stages 2 and 3 NREM sleep epochs, when spindles are 

present and epileptiform spikes are activated, were selected for analysis (mean duration 

811.9 min, minimum duration 63.7 min, maximum duration 2644.2 min).  

 MRI data acquisition included T1‐weighted multi‐echo magnetization‐prepared 

rapid acquisition gradient‐echo (MEMPRAGE) images that were collected on a 3 T 

MAGNETOM Prisma Scanner (Siemens, Germany) with the following parameters: TR = 

2,530 ms, TE = (1.69, 3.55, 5.41, 7.27 ms), voxel size 1x1x1 mm, flip angle =7 degrees.  

 Source analysis of EEG data was performed using the MNE-C software package 

(Gramfort et al., 2014; Hamalainen & Sarvas, 1989). Briefly, MNE provides a distributed 

source estimate of cortical currents incorporating constraints from the patients' MRI, 

transforming the data to brain space without requiring heuristic choices or strong 

assumptions about the sources (Chu et al., 2015). Continuous EEG data were acquired at a 

sampling rate of 2035 Hz after bandpass filtering (low pass cutoff frequency of 671.55 Hz, 

filter order 16384). Subsequently, channels with no signal or high noise and periods of 

artifact were identified through visual analysis by an experienced electroencephalographer 

and manually removed. 
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  EEG electrode positions were digitized prior to recording using a 3D digitizer 

(Fastrak, Polhemus Inc., Colchester, VA). Anatomical cortical surfaces of the brain were 

reconstructed using FreeSurfer from the MEMPRAGE data (Fischl, 2012). Digitized 

electrode coordinates were aligned to the MEMPRAGE data using the nasion and auricular 

points as fiducial markers (Figure 3.1A). 

 For the forward model, a three-layer boundary element model consisting of the 

inner skull, outer skull and outer skin surfaces was generated using the watershed algorithm 

in FreeSurfer (Figure 3.1B). The digitized EEG electrode coordinates were co-registered 

to the reconstructed surface using the nasion and auricular points. Cortical surfaces were 

parcellated using FreeSurfer to identify the regions of interest within each subject. To 

generate the inferior Rolandic cortex label within each subject, a sphere centered on the 

most inferior vertex in the pre- or post-central gyrus with a radius equal to half of the 

distance between the most inferior and most superior vertices in the pre- or post-central 

gyrus was generated. The overlap between this sphere and the pre- and post-central gyrus 

labels was the inferior Rolandic cortex ROI (Song et al., 2019) (Figure 3.1C).  

 For each subject, 10,242 source space points per hemisphere were computed using 

the topology of a recursively subdivided icosahedron fitted to the cortical surface inflated 

to a sphere. A similar procedure was followed to produce a lower-density model with 162 

source space points per hemisphere. The inverse operator was computed from the forward 

solution with a loose orientation constraint of 0.6 to eliminate implausible sources and 2 

microvolts as the estimate of EEG noise. The normal component of dipoles at each source 

space point were used for source data estimates.  
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 For each subject, we calculated the activity at each of the 162 source space points 

as follows. First, a circle of approximately 1 cm diameter on the cortical surface was drawn 

around the source space point using the full-width half-max smoothing kernel (Fischl, 

2012). Then, the mean activity of the high-density source space points within this circle 

was computed; this mean activity defined the average source space solution for the low-

density source space point. Example source data estimates during a Rolandic epileptic 

spike are shown in Figure 3.1D. 

 The source activities were down-sampled to 407 Hz using MATLAB’s function 

decimate. We restricted our initial analysis to sources in the inferior Rolandic cortices, 

which are the cortical origins of the epileptic spikes in Rolandic epilepsy subjects. For 

regional analysis, we evaluated all cortical labels produced using the Desikan-Killiany atlas 

(Desikan et al., 2006). 

 

Figure 3.1: Example of electrical source 

imaging procedure.  

(A) Digitized EEG electrode placement and 

anatomical landmarks (red circles). 

(B) Reconstructed anatomical surfaces: inner 

skull (blue), outer skull (light gray), and outer 

skin surfaces (dark gray).  

(C) Example cortical surface reconstruction 

with lateral inferior Rolandic cortex indicated 

(blue).  

(D) Example source activity during an 

interictal spike in the inferior Rolandic cortex (inset). Red heat-map indicates amplitude 

of interictal spike (corresponding to time indicated by red line in inset) averaged over time 

for each source.  
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3.2.3 Artifact and epileptic spike removal procedures  

 To minimize the impact of muscle movements, we adapted the artifact removal 

procedure developed in Chu et al., (2014). First, for a 1 s interval of data we computed the 

power spectrum (Hanning taper). Then, we computed a linear fit to the logarithm of power 

versus logarithm of frequency for frequencies between 30 - 95 Hz. Given the typical 

1/𝑓𝛼  property of EEG activity (He et al., 2010), if the slope of the linear fit was not 

sufficiently negative, then the interval was marked as an artifact. We chose a threshold of 

𝛼=1.5, which exceeds the values of 𝛼 typically observed in human brain activity (He et al., 

2010). 

 Large amplitude interictal spikes common in subjects with Rolandic epilepsy 

produce broadband spectral content and may impact detection and characterization of 

spindles. Although our spindle detector is robust to the impact of spikes (e.g., see section 

Automated spindle detection and Kramer et al., (2021)), to remove any potential impact of 

interictal spikes on our source estimates and subsequent analysis, we applied an automated 

spike detection method - the Persyst 13 algorithm (Scheuer, Bagic, & Wilson, 2017) - to 

each patient’s scalp EEG data, and identified all spikes at the standard 10–20 EEG 

channels. We then removed 200 ms around spikes detected on the central, temporal, and 

frontal electrodes in all subsequent analysis.  

3.2.4 Neuropsychological assessment  

 Each subject completed a focused neuropsychological assessment performed by 

clinical neuropsychologists (BCE, AKM) including assessments of fine motor 
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performance, attention, global intellectual function, and speech sound processing. To test 

fine motor performance, subjects completed the Grooved Pegboard task, where the time 

required to correctly place grooved pegs into irregular holes at a specific orientation is 

recorded, thereby providing an assessment of hand-eye coordination, motor speed and 

sensorimotor control and integration (Merker, Podell, & Wingate, 2018). Subjects (active 

epilepsy n=6; resolved epilepsy n=9; control n=8) completed the grooved pegboard task 

once using their dominant hand and once using their nondominant hand (Figure 3.6A). 

Attentional performance was assessed using the processing speed index from the Wechsler 

Intelligence Scale for Children, 5th ed (WISC-V), which examines the state of preparedness 

to respond to stimuli, incorporating both sensory registration and timing of motor response 

(Jacobson et al., 2011). The processing speed index is derived from subtests that require 

children to attend to visual material and sort or classify targets and symbols in a time-

limited setting (active epilepsy n=7; resolved epilepsy n=9; control n=8). General 

intellectual functioning was assessed using the WISC-V to quantify full-scale IQ, which is 

derived from subtests of verbal comprehension, perceptual reasoning, working memory, 

and processing speed (Wechsler, 2014) (active epilepsy n=6; resolved epilepsy n=8; 

control n=8). Speech-sound processing was assessed using the Comprehensive Test of 

Phonological Processing, 2nd ed. to measure phonological awareness. The test is comprised 

of three subscales: the ability to divide a spoken word into its individual phonological 

components, the ability to blend individual phonemes presented auditorily and articulate 

them into spoken words, and the ability to break a real word into phonemic pieces, remove 
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one, and combine the remaining pieces together to produce a real word (Wagner, Torgesen, 

& Rashotte, 1991) (active epilepsy n=5; resolved epilepsy n=7; control n=8). 

 For all tests, z-scores representing each individuals’ deviation from standardized 

score distributions for his or her age and sex were evaluated. 

3.2.5 Spectral analysis  

 All spectral analyses were computed using the multitaper method as implemented 

in the Chronux toolbox (Bokil et al., 2010), unless otherwise noted. For each source, we 

computed the power spectrum on non-overlapping one second windows (frequency 

resolution 1 Hz; single Hanning taper) for the entire duration of the session, and then 

averaged these spectra. Then, for each region of interest, in each hemisphere, we averaged 

the power spectra of all sources within the label to create one power spectrum per label. 

We normalized this spectrum by the total power between 0-50 Hz to compute a relative 

power spectrum. We then computed two measures of sigma band activity. First, we 

computed sigma power as the average of relative power between frequencies 10-15 Hz for 

each label in each hemisphere. Second, we computed the sigma bump (Donoghue et al., 

2020; Ouyang et al., 2020), which we define as the sigma power (10-15 Hz) with 

background activity subtracted. Specifically, we first fit a line between the power at 10 Hz 

and 15 Hz to approximate the 1/𝑓𝛼 spectral background. Then, we subtracted the fit line 

from the power spectrum, and summed over the positive values between 10-15 Hz to 

approximate the contribution of sigma band activity above the spectral background. We 

computed this statistic for the inferior Rolandic cortex in both hemispheres. 
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3.2.6 Automated spindle detection 

 Spindles - sigma-band (10-15 Hz) activity of duration 0.5-2 s - are characteristic 

rhythms present in stages 2 and 3 NREM sleep (examples in Figure 3.2A). To identify 

spindles in subjects with Rolandic epilepsy, we applied a spindle detection method 

developed to accurately measure sleep spindles in subjects with epilepsy to source activity 

in the left and right inferior Rolandic cortices (Figure 3.2 B) of subjects with Rolandic 

epilepsy and control subjects (Kramer et al., 2021). Briefly, the method estimates the 

probability of the spindle state given three features calculated from the source activity: (i) 

theta power (4-8 Hz), (ii) sigma power (9-15 Hz), and (iii) a measure of the consistency of 

time intervals between subsequent peaks and subsequent troughs in the signal. This 

detector was trained and validated using scalp EEG data from subjects with Rolandic 

epilepsy and control subjects; for details see Kramer et al. (2021). Here, we applied this 

detector to the activity of each source within a chosen cortical label (e.g., within the left 

and right inferior Rolandic cortices). The method returns the time interval of each spindle 

detection, with spindle durations restricted to be at least 0.5 s. We computed the number 

of spindles over time to define the spindle rate (spindles/minute). To detect spindles from 

scalp data directly, we applied the spindle detector to central and temporal electrode 

recordings (C3, C5, T3, C4, C6, T4) referenced to an average reference, as described in 

(Kramer et al, 2021).  
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3.2.7 Assessment of spindle features 

 We computed five features to characterize the identified spindles: duration, sigma-

band power, intra-hemispheric and inter-hemispheric coupling, and bilateral spindle 

synchrony. We define each feature here. 

 Duration: We measured spindle duration as the time between onset and offset of 

each spindle detection. As part of the spindle detection procedure, durations were restricted 

to exceed 0.5 s. 

 Sigma-band power: To compute the sigma-band power of a spindle, we first applied 

a Hanning window to the source activity during the spindle detection. For spindle durations 

less than 4 s, we then zero padded the signal to 4 s, and evaluated the mean power between 

10.25 Hz and 14.75 Hz to span the [10, 15] Hz range. We averaged the sigma band power 

over all spindles from sources within the left inferior Rolandic cortex and the right inferior 

Rolandic cortex for each patient. 

 Intra-hemispheric and inter-hemispheric sigma-band coherence: To assess sigma-

band coherence, we first identified time intervals of spindle activity. To do so, we defined 

spindle indicator vectors for the set of sources within the left and right inferior Rolandic 

cortices. The spindle indicator vector is a time series containing ones when at least one 

source in a region of interest exhibits a spindle (example indicator vectors computed for 

sources from the left and right inferior Rolandic gyrus shown in Figure 3.4C). We note 

that, within a spindle indicator vector, multiple sources may be involved, and not all 

sources may be involved for the entire duration of the vector. We selected ±1 s around the 
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center of each spindle indicator vector to create a 2 s spindle epoch. In these spindle epochs, 

only sources exhibiting spindles were included to compute the coherence.  

 Within each spindle epoch, we investigated the coherence of sources within and 

between the left and right inferior Rolandic cortices. To assess intra-hemispheric coupling, 

we computed the coherence between sources in the left (or right) inferior Rolandic cortex 

during each spindle run detected in the left (or right) inferior Rolandic cortex, yielding two 

measurements per subject (see ‘intra’ example in Figure 3.4C). To assess inter-hemispheric 

coupling, we computed coherence between the left inferior Rolandic cortex and the right 

inferior Rolandic cortex during bilateral and simultaneous spindle epochs detected in both 

cortices, yielding one measurement per patient (see ‘inter’ example in Figure 3.4C).  

 We computed pairwise coherence between sources with a 2.5 Hz frequency 

resolution and 9 tapers. We evaluated coherence at 12.5 Hz covering the 12.5 ± 2.5 Hz to 

estimate the sigma coherence. 

 Bilateral synchrony: Because Rolandic spikes occur independently in the left and 

right hemisphere in Rolandic epilepsy, and sleep spindles often occur synchronously 

between hemispheres in the Rolandic regions after ~12 months of age (Gruber & Wise, 

2016), we evaluated the interhemispheric synchrony between Rolandic spindles. To do so, 

we computed the dot product between the spindle indicator vectors for each hemisphere, 

as defined in the previous section (example indicator vectors in Figure 3.4C). The result 

estimates how often at least one Rolandic cortical source in each hemisphere produce 

spindles that temporally overlap. To account for potential biases due to differences in 

spindle rate, we divided the product by the sum of the bilateral spindle run (i.e., a vector 
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that indicates when spindles occurred in either the left or the right hemisphere). For 

example, in Figure 3.4C, we compute the dot product of the left and right indicator vectors 

(resulting in a value of 9) and divide by the sum of the joint bilateral spindle run (value of 

11). 

3.2.8 Statistical analysis 

 We tested three a priori hypotheses: 1) spindle rate would be decreased in the 

inferior Rolandic cortex in active epilepsy; 2) spindle deficits would extend beyond the 

epileptic cortex in active epilepsy; and 3) regional spindle deficits would better predict 

cognitive dysfunction than focal estimates. 

 To test hypothesis (1), we implemented a mixed effects model with spindle rate as 

the dependent variable and group as the predictor (indicator vectors for the active group 

and for the resolved group; both zero if in the control group) and controlling for age. In 

addition to a direct measure of spindle rate, we also tested two related measures: sigma 

power and sigma bump (see Spectral analysis). We used a linear model fit using maximum 

likelihood for sigma power (P=0.79, Lilliefors test, no evidence of violation of normality) 

and a quasi-Poisson model fit using pseudo likelihood for spindle rate and sigma bump. 

We chose a quasi-Poisson model for the spindle rate data for three reasons. First, visual 

inspection of the data suggested a concentration of spindle rate values near zero (Figure 

3.4A). Second, spindle rate is directly related to the (discrete and nonnegative) spindle 

count, consistent with this discrete probability distribution. Third, we find a near violation 

of normality (P=0.076, Lilliefors test). We note that, assuming a normal distribution for 
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the spindle rate and repeating all analyses, we found consistent results. We chose a quasi-

Poisson model for the sigma bump due to the violation of normality for these data (P=0.01, 

Lilliefors test) and to maintain consistency with the model of spindle rate. We included a 

random intercept term to account for repeat measurements (e.g., from the left and right 

inferior Rolandic cortices) taken from the same subject. Significant differences between 

the active or resolved epilepsy subjects and control subjects were identified if the p-value 

of the corresponding variable was less than 0.05. 

 In addition to spindle rate, we tested whether focal spindle properties (i.e., sigma 

power of spindles, duration, intra-hemispheric coupling, inter-hemispheric coupling, or 

bilateral synchrony) in the inferior Rolandic cortex differed by group. To do so, we 

implemented a likelihood ratio test comparing a null and a full model. The null model 

included age, and the full model additionally included the group variable (active and 

resolved epilepsy groups). We chose a linear model because we found no violations of 

normality for any measures (P>0.1, Lilliefors test). For sigma power, duration, and intra-

hemispheric coherence, we included a random intercept term because there were two 

measurements per subject (e.g., from the left and right inferior Rolandic cortices). For inter-

hemispheric coherence and bilateral synchrony, we only include the fixed effects because 

there was only one measurement per subject. We tested for significant differences (P<0.05, 

chi-squared distribution) between the models using the MATLAB functions, compare and 

lratiotest, for the mixed and fixed effects models, respectively. In the full model, we 

identified significant differences between the active or resolved epilepsy subjects and 
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control subjects if the p-value of the corresponding variable was less than 0.05 in the full 

model. 

 To test hypothesis (2), we implemented the same quasi-Poisson mixed effects 

model for spindle counts used for the inferior Rolandic cortex for each of the 31 Desikan-

Killiany Atlas labels. We use false discovery rate (FDR) (Benjamini & Hochberg, 1995) 

with q=0.05 to correct for multiple comparisons.  

 To test hypothesis (3), we first (a) determined whether focal or regional spindle rate 

predicted cognitive performance. We then (b) tested which of these spindle estimates 

performed better. The focal spindle rate is defined as the average over sources in the 

inferior Rolandic cortices, and the regional spindle rate is defined as the average across all 

cortical regions identified to have a significantly lower spindle rate in subjects with active 

epilepsy in hypothesis (2) (see Figure 3.5).  

 For (a) and (b), to estimate a model of combined cognitive function, we fit 

individual models for each of the four neuropsychological tasks as a function of focal or 

regional spindle rate (individual models described below). We summed the deviance across 

each of the individual models, assuming independence between cognitive functions after 

conditioning on spindle rate. The summed deviance provides a measure of goodness-of-fit 

for a model of combined cognitive performance using either the focal or regional estimates 

of spindle rate, i.e., the focal deviance or the regional deviance respectively. 

 

For (a), to test for a relationship between spindle rate and combined cognitive function, we 

additionally computed the null deviance of a model of combined cognitive function 
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excluding spindle rate. We used a chi-square test (4 degrees of freedom) to test if the focal 

or regional deviance is significantly different than the null deviance. If spindle rate was 

found to predict performance on the combined model, we then analyzed the relationship 

between spindle rate and performance of each individual neuropsychological. For each 

task, a significant relationship was determined if P<0.05. For (b), we used a bootstrap 

approach to test if the focal deviance significantly differed from the regional deviance (for 

more details see Supplementary Material). To determine whether focal or regional 

estimates of spindle rate better predict individual cognitive functions, we applied the same 

analysis to each individual neuropsychological task model. Finally, we compared the 

results of (a) and (b) to models using spindle rate estimated from centrotemporal electrodes 

in the scalp EEG.  

 For the individual neuropsychological tasks: (i) fine motor dexterity, (ii) processing 

speed, (iii) full-scale IQ, and (iv) phonological awareness, we built the following models. 

For (i), we modeled motor dexterity as a linear function of spindle rate. We paired 

performance by hand with spindle rate in the contralateral hemisphere (see Figure 3.6A). 

We fit a linear mixed effects model with a random intercept to account for repeat measures 

from the same subject (i.e., left and right hand performance), which accounts for 

differences in baseline fine motor skill for each subject. For (ii) and (iii), we compared task 

performance with the average spindle rate over the left and right hemispheres. For (iv), we 

compared task performance with the spindle rate in the left hemisphere, which is typically 

dominant in language. For (ii) to (iv), we fit a linear model estimating performance as a 

function of spindle rate. For all models, we applied the inverse hyperbolic sine (IHS) 
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transform to the spindle rate to reduce the influence of extreme observations (Kramer et 

al., 2021). We tested age as a covariate in each model and included age as an independent 

variable in the model if P<0.1. Doing so, we only found evidence to include age in (i); we 

therefore modeled motor dexterity as a function of spindle rate, controlling for age. The 

systematic part of the model for (i) fine motor dexterity is: 

𝛽0 + 𝛽1 IHS(𝑠𝑝𝑖𝑛𝑑𝑙𝑒 𝑟𝑎𝑡𝑒) + 𝛽2 𝑎𝑔𝑒,  

where 𝛽0, 𝛽1, and 𝛽2  are unknown parameters to estimate, and the model includes a 

random-effects term indexed by subject. 

For (ii) – (iv), the systematic part of the model is: 

𝛽0 + 𝛽1 IHS(𝑠𝑝𝑖𝑛𝑑𝑙𝑒 𝑟𝑎𝑡𝑒). 

3.2.9 Data availability 

 Raw data were generated at Massachusetts General Hospital and the Athinoula A. 

Martinos Center for Biomedical Imaging. Derived data supporting the findings of this 

study are available from the corresponding author on request. Software for the detection 

of spindle events is available at https://github.com/Mark-Kramer/Spindle-Detector-

Method . 

3.3 Results  

3.3.1 Spindle rate in the inferior Rolandic cortex is reduced in Rolandic epilepsy 

compared to control subjects. 

 We found a significant spindle deficit in the inferior Rolandic cortices of active 

subjects compared to control subjects (70.9% decrease, P=0.007, quasi-Poisson model), 

https://github.com/Mark-Kramer/Spindle-Detector-Method
https://github.com/Mark-Kramer/Spindle-Detector-Method
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and no significant difference in spindle rate between resolved and control subjects (P=0.2). 

Progressing from the most to least affected group, the average spindle rate increased 

(Figure 3.2C): active subjects mean 0.65 spindles/min, standard deviation 0.78 

spindles/min; resolved subjects mean 1.09 spindles/mi, standard deviation 0.65 

spindles/min; control subjects mean 1.84 spindles/min, standard deviation 1.04 

spindles/min. We conclude that spindle rate is transiently decreased in the inferior Rolandic 

cortex in Rolandic epilepsy during the active period of disease.  

 We note that alternative spectral measures have been used to estimate spindle 

activity. In particular, sigma power is frequently used as a surrogate measure of spindle 

activity (Beelke et al., 2000; Nobili et al., 2001, 1999; Tucker & Fishbein, 2009), although 

the effects are weakened by background EEG activity (De Gennaro & Ferrara, 2003; 

Wamsley et al., 2012). Visual inspection of the average spectrum of source activity in the 

Rolandic cortices suggests lower sigma-band power in subjects with Rolandic epilepsy 

compared to control subjects (Figure 3.3A). To examine this surrogate measure of spindle 

activity, we analyzed both sigma power and sigma bump, in which the background sigma 

activity is removed (see Methods). As expected (Purcell et al., 2017), both measures 

positively correlated with spindle rate (sigma power, r=0.60, P<1e-5; sigma bump, r=0.82, 

P<1e-13; Figure 3.3B,C). However, we found no difference in these spectral measures 

between the active epilepsy and control groups (sigma power, P=0.119; sigma bump, 

P=0.08). We conclude that spindle rate is reduced in the inferior Rolandic cortices and is 

a more sensitive measure of the difference in spindle activity between subject groups than 

spectral measures alone. 
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Figure 3.2: Spindle rate is lower in subjects with Rolandic epilepsy.  

(A) Example spindle activity (10-15 Hz rhythms characteristic of stage 2 sleep) from 10 

sources in the left inferior Rolandic cortex with detected spindles (orange).  

(B) Left and right lateral views of the brain with the inferior Rolandic region indicated (blue). 

Black circles indicate example source locations used to compute spindle rate.  

(C) Spindle rate in the inferior Rolandic cortices for active (red), resolved (yellow), and 

control (green) subjects. Bar heights indicate population mean, and circles indicate the 

spindle rate for each hemisphere of each patient.  

 

Figure 3.3: Spindle rate is a more sensitive measure than other spectral estimates. 

(A) Averaged power spectra for each patient group, active (red), resolved (yellow), and 

control subjects (green). Solid lines indicate the mean, and shading indicates 95% 

confidence intervals. (B, C) Spindle rate in the inferior Rolandic cortex correlates with 

sigma power (B) and sigma bump (C). Shaded regions in the power spectra insets in the 

upper left of (B) and (C) represent areas used to compute sigma power and sigma bump, 

respectively. Black line indicates the linear fit, shading the 95% confidence intervals, 

and circles the values for each subject (see legend).  
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3.3.2 Spindle features are typical in subjects with Rolandic epilepsy but are less 

bilaterally synchronous. 

 To test whether spindle properties in the inferior Rolandic cortices differed between 

subject groups, we analyzed five features computed during identified spindles occurring 

from sources within the inferior Rolandic cortices (Figure 3.4A-C). We found no difference 

between groups in four of the features: sigma power (P=0.25, likelihood ratio test, see 

Methods; Figure 3.4D), duration (P=0.21, likelihood ratio test; Figure 3.4E), or the intra-

hemispheric or inter-hemispheric sigma-band coherence (P=0.64, likelihood ratio test; 

Figure 3.4F; P=0.11, Figure 3.4G, respectively). The co-occurrence of bilateral spindles 

was lower in active (P=0.005, linear model), but not resolved (P=0.13, linear model) 

epilepsy subjects compared to control subjects (Figure 3.4H). We conclude that – although 

spindle rate is reduced in active Rolandic epilepsy – when spindles occur, spindle features 

are similar in Rolandic epilepsy and control subjects. However, spindles are more 

bilaterally independent in subjects with active epilepsy compared to control subjects, 

consistent with the bilaterally independent nature of the epileptiform spike activity in 

Rolandic epilepsy subjects (Callenbach et al., 2010; Carvill et al., 2013). 
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Figure 3.4: Rolandic epilepsy subjects produce fewer, but healthy, spindles.  

(A) Left and (B) right hemispheres of a subject with sources (circles) in the inferior 

Rolandic cortices (blue). The subset of sources in the inferior Rolandic cortices with 

detected spindles are colored orange, otherwise black. (C) Example recordings from 

source in the left hemisphere (top) and the right hemisphere (bottom) with detected 

spindles in orange. Arrows between sources within each cortex indicate intra-hemispheric 

coherence, and arrows between sources from the left to the right cortices indicate inter-

hemispheric coherence. Below the recordings from each hemisphere is the corresponding 

spindle indicator function that contains ones if at least one source is exhibiting a spindle 

at that moment in time and is used to compute the bilateral synchrony of spindles. (D-H) 

Spindle characteristics sigma power (D), duration (E), intra-hemispheric sigma band 

coherence (F), inter-hemispheric sigma band coherence (G), and bilateral synchrony (H). 

We find evidence of a difference between active and control subjects only for the bilateral 

synchrony (asterisks). 

3.3.3 Spindle deficit extends beyond inferior Rolandic cortices. 

 Next, to test the hypothesis that the spindle deficit extends beyond the epileptic 

cortex, we analyzed spindle rates measured from each Desikan-Killiany atlas label in each 

subject (see Methods). We found significantly lower spindle rates in active epilepsy 

compared to control subjects (quasi-Poisson mixed effects model) in frontal cortical 

regions (superior frontal; rostral middle frontal; triangularis; lateral orbitofrontal; medial 
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orbitofrontal), insula, temporal cortical regions (superior temporal, entorhinal), as well as 

in the superior parietal region (P<0.009 for all regions, controlling for multiple 

comparisons using FDR; Figure 3.5). The most affected region is the inferior Rolandic 

cortex which, as reported above, results in a mean 70.9% decrease in the baseline spindle 

rate for the active group. For the remaining affected regions, we find mean decreases 

between 49.6-60.8% in the baseline spindle rate for the active group (Figure 3.5). We 

conclude that spindle deficits in Rolandic epilepsy involve broader cortical regions beyond 

the inferior Rolandic cortex. 

 

Figure 3.5: Spindle rate deficit extends beyond inferior Rolandic cortices.  

Parcellation of the cortex into 31 regions per hemisphere. Lateral (A) and medial (B) regions 

with a significant reduction in spindle rate in active versus control subjects indicated in 

green. Asterisk (*) indicates significant differences after correction for multiple 

comparisons. 

 

Brain region Percent (%) P-value 

Lateral Orbito. Frontal 60.8 0.001* 

Rostral Middle Frontal 55 0.002* 

Superior Frontal 50.4 0.006* 

Medial Orbito. Frontal 56.7 0.006* 

Triangularis 56.2 0.006* 
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Inferior Rolandic 70.9 0.007* 

Superior Parietal 49.6 0.007* 

Insula 51.7 0.008* 

Entorhinal 58.2 0.008* 

Superior Temporal 54.1 0.038 

Cuneus 46.6 0.051 

Pericalcarine 42 0.053 

Opercularis 46.2 0.056 

Caudal middle frontal 57.4 0.063 

Rostral Ant. Cingulate 61.5 0.074 

Inferior Parietal 58.5 0.075 

Fusiform 49.5 0.103 

Caudal Ant. Cingulate 47.8 0.103 

Lateral Occipital 52.9 0.123 

Inferior Temporal 33.5 0.125 

Lingual 31.3 0.135 

Orbitalis 43.9 0.14 

Medial Temporal 48.2 0.157 

Precentral gyrus 

(excluding inferior Rolandic 

cortex) 42.6 0.202 

Precuneus 43.8 0.21 

Posterior Cingulate 39.4 0.225 

Supramarginal 41 0.249 

Isthmus Cingulate 18 0.68 

Parahippocampal 8.6 0.783 

Paracentral 4.7 0.877 

Postcentral gyrus 

(excluding inferior Rolandic 

cortex) -3.2 0.92 

 

Table 1: Percent reduction in spindle rate by being in the active group relative to the control 

group.  

Asterisk (*) indicates significant differences after correcting for multiple comparisons using 

the false discovery rate. 
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3.3.4 Regional estimates of spindle rate improve predictions of cognitive function better 

than focal estimates 

 We found that focal source estimates of spindle rate from the inferior Rolandic 

cortex only and regional estimates of spindle rate from all affected cortical regions both 

predicted cognitive performance in our combined model across all neuropsychological 

tasks (focal P=0.001, regional P<1e-4, focal deviance =192.4, regional deviance = 185.1, 

null deviance = 210.5, chi-squared test, 4 degrees of freedom). The performance of the 

model using regional estimates of spindle rate was significantly better than that using focal 

estimates of spindle rate (P=0.016). 

 Across individual neuropsychological tasks, we found positive relationships 

between both focal and regional source estimates of spindle rate and performance in each 

domain tested: fine motor skills, processing speed, full-scale IQ, and phonological 

awareness (Figure 3.6). Using the focal spindle estimates, we found strong positive 

relationships between spindle rate and fine motor performance (𝛽1 = 0.9, see Methods, 

95% CI [0.15,1.65], P=0.02, R2=0.88), and processing speed (𝛽1 = 0.84, 95% CI [0.11, 

1.57], P=0.03, R2=0.19), and weaker positive relationships with full-scale IQ (𝛽1 = 0.76, 

95% CI [0.04, 1.5], P=0.052), and phonological awareness (𝛽1 = 0.79, 95% CI [0.005, 

1.58], P=0.06). Using the regional spindle estimates (Figure 3.6), we found strong positive 

relationships between spindle rate and motor performance (𝛽1 = 1.36, 95% CI [0.63, 2.1], 

P<1e-3, R2=0.9), processing speed (𝛽1 = 0.87, 95% CI [0.19, 1.54], P=0.02, R2=0.22), and 

IQ ( 𝛽1 =  0.76, 95% CI [0.07, 1.44], P=0.04, R2=0.19), and no relationship with 

phonological awareness (P=0.1); see Table 2.  
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 Across individual tasks, we found regional estimates of spindle rate significantly 

improved performance in the model of fine motor skills (P=0.001, focal deviance=130.2, 

regional deviance=123.5, bootstrap test) compared to focal estimates. We found no 

significant difference between models using focal or regional spindle estimates to predict 

processing speed, full-scale IQ, and phonological awareness (P>0.3, bootstrap test).  

 Repeating this analysis using centrotemporal spindle estimates from the scalp EEG, 

we found no significant difference compared to regional source estimates in modeling 

individual task performance (P>0.2 for all tasks, bootstrap test), and improved performance 

compared to focal ESI estimates only for the fine motor task (P=0.035, bootstrap test; 

P>0.27 for all other tasks). 

 We note that repeating these analyses without removing interictal spikes from the 

data (see Artifact and epileptic spike removal procedures) yielded qualitatively consistent 

results. We also note that the model residuals of IQ are correlated with the model residuals 

of motor dexterity, processing speed, and phonological awareness (Pearson’s correlation 

coefficient r>0.53, P<0.012 for all models). To account for this, we repeated our analysis 

assuming conditional dependence on IQ (see Supplementary Material) which removed all 

correlation between the models (r<0.18, P>0.12) and found qualitatively similar results. 
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 We conclude that both focal and regional ESI estimates of spindle rate predict 

cognitive function. However, regional estimates of spindle rate from all affected cortical 

regions significantly improves prediction of combined cognitive function and motor 

performance compared to spindle estimates limited to the inferior Rolandic cortex. 

Figure 3.6: Spindle rate correlates with neuropsychological assessments. 

Schematic of the grooved pegboard experiment. Subjects perform a grooved pegboard task 

with their left and right hand. Performance is paired with spindle rate in the contralateral 

hemisphere (blue). (B-D) As regional measure of spindle rate increases, motor 

performance (B), processing speed (C), and IQ (D) significantly increase. (E) 

Phonological awareness shows an increasing trend. Circles represent three disease groups: 

active (red filled), resolved (red unfilled), and control subjects (green). The solid line 

indicates the model fit, and shaded regions indicate 95% confidence intervals. 

 

  Fine Motor 

Skills 

Processing 

Speed 

Full-Scale 

IQ 

Phonological 

Awareness 
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Focal 

Spindle 

Rate 

Beta 

coefficient 

[95% 

confidence] 

 

0.9; 

[0.15,1.65] 

0.84; 

[0.11, 1.57] 

0.76; 

[0.04, 1.5] 

0.79; 

[0.005, 1.58] 

 P-value 0.02 0.03 0.052 0.06 

 Deviance 130.2 23.3 18.9 19.9 

 R2 0.88 0.19 0.18 0.18 

 

Regional 

Spindle 

Rate 

 

Beta 

coefficient 

[95% 

confidence] 

1.36; 

[0.63, 2.1] 

0.87; 

[0.19, 1.54] 

0.76; 

[0.07,1.44] 

0.66; 

[-0.08, 1.41] 

 P-value <1e-3 0.02 0.04 0.2 

 Deviance 123.5 22.3 18.6 20.7 

 R2 0.9 0.22 0.19 0.14 

Table 2: Model fits for each neuropsychological assessment using focal and regional spindle 

rate.  

 

3.4 Discussion 

 While neurocognitive deficits commonly occur in Rolandic epilepsy, it is unknown 

how the pathology of epilepsy disrupts cognition in this disease and related epileptic 

encephalopathies. Here, using ESI, we investigated the spatial extent of the sleep spindle 

deficit and the relationships between cortical sleep spindle deficits and performance on 

neurocognitive tasks. We found that children with active Rolandic epilepsy have regional 

spindle deficits that extend beyond the epileptic Rolandic cortices, involving parts of the 

pre-frontal, insula, temporal, and parietal cortices. We also found that spindle rates 

estimated from these broadly affected regions better predicted cognitive performance on a 

range of tasks compared to spindle rate estimated from the inferior Rolandic cortex alone. 

These results suggest that the cognitive symptoms in Rolandic epilepsy might be due to 
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involvement of broader regional networks beyond the Rolandic cortex and contributes to 

growing evidence of thalamocortical circuit dysfunction in Rolandic epilepsy. 

 We found no significant differences in spindle duration or sigma power of spindles 

produced in the active epilepsy subjects versus the control subjects. We additionally 

analyzed alternative measures of spindle activity, sigma power and sigma bump. Despite 

correlation with spindle rate, spindle amplitude and spindle duration (Beelke et al., 2000; 

De Gennaro & Ferrara, 2003; Nobili et al., 2001) were not as sensitive as spindle rate alone 

to detect a difference between groups. We also found no significant difference in the fine 

temporal coupling (i.e., sigma coherence) between spindles; however, the likelihood of 

spindles to coincidentally occur between hemispheres was reduced. This finding indicates 

that spindle production is more bilaterally independent in active Rolandic epilepsy, similar 

to the bilaterally independent epileptic spiking activity (Galicchio et al., 2021). Altogether, 

these results suggest that the spindle pathology and the associated neural plastic changes 

that contribute to cognitive deficits in Rolandic epilepsy are restricted to the spindle rate, 

and not characteristics or coupling properties of the spindles themselves. Further, these 

data suggest that the process resulting in a reduction of spindles occurs independently in 

the left and right thalamocortical circuits.  

 In analyzing neurocognitive task performance, we found a strong relationship 

between the regional spindle rate and motor dexterity. Source estimates of regional spindle 

rate improved prediction of contralateral fine motor performance compared to focal 

estimates of spindle rate from the inferior Rolandic estimates, where regional estimates 

explained 90% of the variance in fine motor performance and increased the mean 
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coefficient estimate (𝛽1)  by approximately 50% compared to the focal spindle rate. 

Although the inferior Rolandic cortex is involved in primary sensorimotor processing, 

several regions identified to have a spindle deficit, including the posterior parietal cortex 

and pre-frontal cortex, are involved in the planning, initiation and execution of motor 

movements (Andersen, Aflalo, & Kellis, 2019; Purves et al., 2004). Additionally, the insula 

has strong functional connectivity with the sensorimotor cortex (Fink, Frackowiak, 

Pietrzyk, & Passingham, 1997). Thus, the fine motor impairments measured in this task 

may reflect dyscoordination in these distributed motor networks that extend beyond the 

primary sensorimotor (e.g., Rolandic) cortex. Although we did not find that the regional 

model had improved performance to predict processing speed and full-scale IQ compared 

to the focal model using our bootstrap approach, we note increases in mean coefficient 

estimate (𝛽1) in models using regional spindle rate, suggesting nominal improvements. 

Thus, distributed cortical networks may also contribute to these cognitive deficits observed. 

Models using regional spindle estimates performed similarly to models using spindle 

estimates from centrotemporal scalp EEG channels, which also reflects regional cortical 

activity due to the limited spatial resolution of scalp EEG. To limit risk of false detection 

due to multiple comparisons, we did not test spindle estimates from mixed combinations 

of cortical sources here. Given the regional spindle deficits observed here, future work 

could investigate whether spindle estimates from different combinations of cortical regions 

provide the best models for specific cognitive functions.  

 The identification of a regional spindle deficits suggests two potential sources of 

malfunctioning in the thalamocortical circuitry. First, the thalamus is comprised of many 
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nuclei that have broad and discrete thalamocortical connectivity (Bastuji et al., 2020; 

Behrens et al., 2003; Fama & Sullivan, 2015). Spindles are generated in the thalamic 

reticular nucleus (TRN) and propagated throughout cortex via other cortical and thalamic 

circuits (Beenhakker & Huguenard, 2009; De Gennaro & Ferrara, 2003). The TRN encases 

all the other thalamic nuclei (De Gennaro & Ferrara, 2003) and is comprised of GABAergic 

cells (Clemente-Perez et al., 2017). Both the thalamic nuclei (Behrens et al., 2003) and 

GABAergic subpopulations (Clemente-Perez et al., 2017; Li et al., 2020) have discrete 

thalamocortical circuitry potentially leading to the spatially discrete regional disturbances 

in cortical spindle activity (Bastuji et al., 2020). For example, a focal reduction of spindle 

activity in the inferior Rolandic cortices could implicate ventroanterior, ventrolateral, and 

ventroposterior thalamic nuclei (Andersen, Andersson, & Lomo, 1967). However, regional 

spindle deficits involving the prefrontal, superior parietal, insular, and temporal regions 

could implicate more thalamic nuclei, including the anterior pulvinar, mediodorsal nucleus 

and parts of the anterior nucleus (Behrens et al., 2003). Second, it has been shown in mouse 

models that parvalbumin (PV) and somatostatin (SOM) cells in the TRN are part of distinct 

functional circuits. For example, PV cells have strong inputs to thalamic relay nuclei (e.g., 

ventromedial, ventrolateral, ventroposteriormedial, ventroposteriorlateral) whereas SOM 

cells have strong inputs to intralaminar nuclei (Clemente-Perez et al., 2017). Although 

sleep spindles enable identification of cortical networks affected, future work is required 

to understand the regional thalamocortical circuitry leading to the distributed cortical 

abnormalities observed. 
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 Here, we have provided evidence that spindle rate is a sensitive biomarker that 

tracks with disease state and extends beyond the region of focal spiking activity implicating 

regional thalamocortical circuit dysfunction. Although Rolandic epilepsy is considered a 

focal epilepsy, we found the regional model of dysfunction better predicts cognitive 

function, providing a potential mechanistic explanation for the range of cognitive deficits 

observed in children with this epileptic encephalopathy. Alongside treating seizures, future 

therapeutic trials in Rolandic epilepsy could target increased spindle production with the 

goal of improving cognitive symptoms in this common disease (Mednick et al., 2013; Ngo 

et al., 2015). 
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3.8 Supplementary material 

 To determine whether focal or regional estimates of spindle rate better predict 

combined cognitive function, we employed a bootstrap procedure. Under the null 

hypothesis of no difference between focal and regional spindle rates in a model of cognitive 
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performance, we randomly selected focal or regional estimates within each subject to 

model cognitive performance and computed the difference in deviance. Repeating this 

procedure 1000 times, we generated a distribution of deviance differences under the null 

hypothesis, and used this distribution to compute the probability of the observed difference 

in deviances.  

 We repeated our analysis assuming conditional dependence on IQ by including full-

scale IQ as an additional predictor in each of the models for the remaining three tasks. For 

(i) motor dexterity, the systematic part of the model is updated to:  

𝛽0 + 𝛽1 IHS(𝑠𝑝𝑖𝑛𝑑𝑙𝑒 𝑟𝑎𝑡𝑒) + 𝛽2 𝑎𝑔𝑒 + 𝛽3 𝐼𝑄. 

For (ii) processing speed and (iv) phonological awareness, the models are updated to: 

𝛽0 + 𝛽1 IHS(𝑠𝑝𝑖𝑛𝑑𝑙𝑒 𝑟𝑎𝑡𝑒) + 𝛽2 𝐼𝑄.  

The model for IQ is the same. Then, we summed the deviance across each of these 

individual models as a measure of goodness-of-fit for a model of combined cognitive 

performance conditioned on IQ and repeat all subsequent analyses. 
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4 CHAPTER FOUR 

Deviations from the natural history of delta power in Angelman syndrome 

reflect treatment effect size and correlate with UBE3A expression4 

ABSTRACT 

Background: Angelman syndrome (AS) is a neurodevelopmental disorder caused by 

deficiency of the maternally inherited Ube3a gene in neurons. Antisense oligonucleotide 

(ASO) therapies are under development to reinstate UBE3A protein production. Non-

invasive biomarkers to detect target engagement and treatment response are needed to 

support clinical trials. Delta power measured in the scalp electroencephalogram (EEG) is 

a reliable biomarker for AS, but varies widely across individuals and throughout 

development, making detection of a treatment effect using single measurements 

challenging.  

Methods: We utilized a longitudinal dataset of 204 EEG recordings from 56 patients with 

AS to develop a natural history model of delta (2-4 Hz) power, with predictors of age, 

elapsed time, and delta power at initial recording. Using this model, we computed the 

sample and effect sizes needed to detect a treatment effect in a human clinical trial with 

                                                 

 

4 Chapter 4, in full, is a reprint of the following article as it appears under review: Spencer, E. R., 

Shi, W., Komorowski, R. W., Gilbert, J. P., Ostrowski, L. M., Bird, L. M., Thibert, R., Bao, C., 

Molloy, F., Calhoun, M., Koirala, S., Jafar-nejad, P., Rigo, F., Kramer, M. A., & Chu, C. J. 

(2021). Deviations from the natural history of delta power in Angelman syndrome reflect 

treatment effect size and correlate with UBE3A expression, eLife, under review. 
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80% power. We applied the model to a mouse model of AS (n=41) to detect ASO-mediated 

treatment effects on delta activity and Ube3a expression.  

Results: In humans, delta power at a second timepoint can be reliably predicted using the 

natural history model. In mice, a treatment effect can be detected after Ube3a-ATS ASO-

treatment through at least 8 weeks post-treatment (p<1e-15). Deviations in delta power 

from the expected natural history correlated with Ube3a expression in the mouse model 

(p<0.001). 

Conclusions: Deviations in delta power from a human natural history model in AS can 

detect ASO-mediated improvement in Ube3a expression in AS mice and may be relevant 

for human clinical trials.  

4.1 Introduction 

 Angelman syndrome (AS) is a rare neurodevelopmental disorder (Kyllerman, 1995; 

Mertz et al., 2013; Petersen, Brøndum-Nielsen, Hansen, & Wulff, 1995b) characterized by 

severe developmental delay and epilepsy, along with impairments in speech and motor 

skills (Thibert et al., 2013; Williams et al., 2006). AS is caused by a deficit of UBE3A 

protein due to genetic abnormalities resulting in loss of Ube3a expression from the 

maternal allele (Bird, 2014; Sonzogni et al., 2019). Promising disease modifying therapies 

to reinstate production of UBE3A are under development (Bi et al., 2016). In particular, 

antisense oligonucleotides (ASOs) have been developed to target the endogenous Ube3a 

antisense transcript (Ube3a-ATS), which normally silences the paternal Ube3a allele in 

neurons (Meng et al., 2015). In a mouse model of AS, ASO treatment unsilences the 

paternal Ube3a allele and increases the production of UBE3A protein (Meng et al., 2015). 
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Such potentially transformative disease modifying treatments give rise to the need for an 

accurate, non-invasive approach to detect target engagement and treatment effect in clinical 

trials. 

 Many studies indicate that abnormal delta power (2-4 Hz) measured in the scalp 

electroencephalogram (EEG) is a reliable and sensitive biomarker for AS. Delta power is 

highly elevated in AS patients compared to typically developing individuals (Frohlich et 

al., 2019; Martinez et al., 2020; Sidorov et al., 2017), and in mouse models of AS compared 

to wild-type mice (Sidorov et al., 2017). Additionally, delta power correlates with genotype 

(Frohlich et al., 2019) and cognitive function (Ostrowski et al., 2021), where increased 

delta power correlates with more severely affected phenotypes. Therefore, delta power may 

present a useful biomarker for severity of disease and may provide a simple, non-invasive 

metric to track improvement in clinical trials. However, although delta power is reliably 

increased in AS compared to healthy control subjects, in cross-sectional studies, delta 

power measurements vary widely between individuals and throughout development. 

Longitudinal measurements of delta power, accounting for each subject’s age and elapsed 

time between measurements, are required to develop a more sensitive measure of target 

engagement in clinical trials.  

 Here, we first analyze a small database of prolonged continuous EEG recordings in 

AS subjects to show that delta power estimates remain stable over the course of a 24-hour 

sample. Then, utilizing a large longitudinal dataset of EEG recordings from patients with 

AS, we develop a natural history model to predict delta power at a second visit from delta 

power at an initial visit, age, and elapsed time between visits. We utilize this model to 
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compute the sample and effect sizes needed to detect a treatment effect in a human clinical 

trial with 80% power. We then fit the model on a longitudinal AS mouse dataset and 

measure for a treatment effect after ASO-treatment. Finally, we compare deviations from 

the natural history model with Ube3a expression in Ube3a-ATS ASO-treated and control 

ASO-treated mice. This work provides a non-invasive method to detect potential treatment 

effects with confidence in AS and validates that increased Ube3a expression corresponds 

to deviations from the natural history of delta power in this disorder.  

4.2 Materials and Methods 

4.2.1 Human subject data collection 

 Human subject data were obtained from (1) a database of EEG recordings from 

patients with AS seen at Massachusetts General Hospital (MGH); and (2) a database of 

EEG recordings from the multicenter AS Natural History Study (NHS; ClinicalTrials.gov 

identifier: NCT00296764) conducted as part of the Rare Diseases Clinical Research 

Network, Angelman, Rett and Prader-Willi syndrome consortium. 

 In (1), all AS patients with longitudinal EEG recordings obtained between 2005 

and 2019 were included. To prevent a disproportionate impact of subjects with multiple 

visits, and to represent EEG recordings obtained across varying intervals of elapsed time 

between visits (i.e., inter-visit intervals or IVIs), pairings of longitudinal EEG recordings 

separated by hourly, daily, weekly, monthly, and yearly IVIs were included with an 

approximately equal distribution, as available for each subject. In total 116 EEG recordings 

from 26 subjects (age 0.89 - 32.5 years, 8F:18M, 2-13 visits per subject) were included. 
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Recordings in this dataset were separated by a median of 8.2 months (range: 2 days - 4.4 

years). 

 In (2), subjects were recruited at six sites between 2006 and 2017 and EEG 

recordings were collected from the sites at Rady Children’s Hospital/University of 

California San Diego and Boston Children’s Hospital. Consent was obtained according to 

the Declaration of Helsinki and was approved by the institutional review boards of the 

participating sites. In total, 88 EEG recordings from 30 subjects (age 1.3-21 years, 9F:21M, 

2-6 visits per subject) were included. Recordings in this dataset were separated by a median 

of 1.1 years (range: 8.4 months - 7 years). 

 The final combined dataset included 56 subjects with longitudinal EEG data from 

204 total visits.  

 All EEG recordings were collected using the international 10-20 montage on either 

BioLogic or Xltek systems (Klem, Lüders, Jasper, & Elger, 1999). For the MGH data, five 

recordings lasting approximately 24 hours were available. For the remainder of the data, 

recordings were of approximately 50 minutes duration (mean 50 min, range: 3 min - 6.5 

hrs). For the NHS data, 30 minutes of wake recording and 30 minutes of sleep recording 

were attempted at each session (mean 28 min, range 1 min – 2.8 hrs). Some of the NHS 

subjects contributed EEG recordings that were obtained for clinical purposes. 

 All EEG data were manually staged for wake and sleep states by an experienced 

clinical neurophysiologist (CJC), and wake data selected for model development. We note 

that delta rhythms are abnormal during wake and sleep in AS (Ostrowski et al., 2021; 

Sidorov et al., 2017). We focused on wake data because it was more widely available and 
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more reliably identified. The final dataset included wake recordings of mean duration 37.4 

minutes (range 1 min - 6.5 hrs).  

4.2.2 Human EEG data analysis 

 Power spectra were calculated using the Chronux toolbox (Bokil et al., 2010). 

Following the procedure in Ostrowski et al., (2021), to reduce the impact of muscle 

artifacts, we analyzed only occipital and parietal electrodes, O1, O2, P3, Pz and P4 

referenced to a group average. For each channel, we computed the power spectrum on non-

overlapping one second intervals (1 Hz frequency resolution; single Hanning taper). Within 

each interval, we estimated the relative delta power as the average 2-4 Hz summed power 

over channels divided by the 1-50 Hz total power over channels. We then averaged the 

delta power over all intervals to yield a single relative delta power value for each subject. 

 To examine the stability of delta power estimates across full day recordings, we 

analyzed EEG recordings from five subjects, each with at least 24 hours of continuous 

recording and different genotypes (n=2 deletion, n=2 UBE3A mutation, n=1 uniparental 

disomy). For this, we implemented a resampling procedure to estimate the delta power 

from 1 to 3,600 randomly sampled (without replacement) 1-second epochs from the 24-

hour dataset, reflecting data durations ranging from 1 second to 60 minutes. For each 

sample size (1 to 3,600 seconds), and for each subject, we repeated this procedure 1000 

times to compute the standard error of the mean (SEM) delta power estimate. For a given 

estimate of relative delta power, 𝛿, we empirically estimate the 95% confidence interval. 

 For our natural history model, we fit a linear mixed effect model with dependent 
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variable delta power at a second time point, and predictors of delta power at a previous 

time point, age, IVI, and subject as a random effect. We declared a variable significant 

when the p-value of the F-test was less than 0.05. We also tested the significance of 

including genotype in the model by evaluating the Akaike information criterion. 

 To simulate treatment and control groups for power calculations, we sampled (with 

replacement) 25, 50, 100, or 150 patient EEG recording pairs for each group from the 

longitudinal dataset. Then, from each subject in the simulated treatment group, we 

subtracted a fixed offset from the subject’s observed second time point delta power to 

represent a treatment effect under the hypothesis that treatment reduces delta power. We 

considered delta power offsets ranging from 0 to 0.1. For each fixed delta power offset, we 

repeated this simulation 2000 times and computed the proportion of times a difference 

between simulated treatment and simulated control groups was detected using a one-sided 

t-test with p-value < 0.05.  

4.2.3 Animals 

 All experiments were conducted in compliance with the rules set forth by the 

Biogen Institutional Animal Use and Care Committee in accordance with the guidelines 

established in the National Institutes of Health Guide for the Care and Use of Laboratory 

Animals. Mice were group housed on a 12 h light/dark cycle with ad libitum access to food 

and water. Both male and female offspring were used for experiments. Breeding was 

performed internally at Biogen by crossing female Ube3a m+/p- (JAX Stock No: 016590) × 

male Ube3a m+/p+ (JAX Stock No: 000664) breeders to generate offspring, including 
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experimental Ube3a m−/p+ (AS) mice and littermate Wild-Type (WT) Ube3a m+/p+ controls. 

Wild-type and AS littermates were housed in the same cage whenever possible. 

4.2.4 Oligonucleotides 

 Synthesis and purification of all chemically modified oligonucleotides was 

performed as previously described (Swayze et al., 2007).The 2′-MOE gapmer ASOs are 

20 nucleotides in length, wherein the central gap segment comprising ten 2′-

deoxynucleotides is flanked on the 5′ and 3′ wings by five 2′-MOE modified nucleotides. 

The sequences of the ASOs are as follows: control ASO, 5′-

CTATAGGACTATCCAGGAA-3′ and Ube3a-ATS ASO, 5′-

CCAGCCTTGTTGGATATCAT-3′.  

4.2.5 ASO in vivo administration 

 Lyophilized ASOs were dissolved in sterile PBS without calcium or magnesium 

and quantified by ultraviolet spectrometry. The ASOs were then diluted to the desired 

concentration required for dosing mice and sterilized through a 0.2 μm filter. Surgeries 

were performed +/- 3 days of postnatal day 35 (P35). Mice were anaesthetized with 2% 

isoflurane and placed in a stereotaxic frame (David Kopf Instruments). After exposing the 

skull, a needle (Hamilton, 1701 RN 10 μl micro syringe, needle 26 s/2′′/2) was used to 

penetrate the skull at 0.3 mm posterior and 1.0 mm lateral to the bregma and lowered to a 

depth of 2.25-3.0 mm (based on weight), to deliver a non-targeting control ASO or Ube3a-

ATS ASO (500 μg) at a rate of approximately 1 µl per 30 s into the cerebral ventricle. The 

needle was left in place for 5 min, slowly withdrawn and the incision was sutured.  
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4.2.6 SDS-PAGE Western Blotting 

 Mice were euthanized 8 weeks after intracerebroventricular (ICV) injection and the 

brains were rapidly harvested and cortical pinches of gray matter (200-300mg) were flash-

frozen. The tissues were homogenized and lysed in Pierce RIPA lysis and extraction buffer 

(Thermo Fisher Scientific, Waltham, MA) supplemented with 1% Halt protease and 

phosphatase inhibitor cocktail (Thermo Fisher Scientific, Waltham, MA) and centrifuged 

at 14,000×g for 20 min at 4 °C to clear the lysate. Protein concentrations were determined 

using the Pierce BCA Protein Assay Kit (Thermo Fisher Scientific, Waltham, MA) and 

10 μg of each sample was denatured in 6X SDS sample buffer (Boston Bioproducts, 

Ashland, MA) by boiling for 8 min at 90 °C. Proteins were loaded into a Criterion 7.5% 

tris–glycine gel (Bio-Rad, Hercules, CA) and separated by SDS-PAGE at 120 V for 

120 min. Gels were transferred to an IBlot2 nitrocellulose membrane (Invitrogen, 

Carlsbad, CA), blocked with TBST blocking buffer (Li-cor Biosciences, Lincoln, NE) for 

1 h, and washed three times with TBST. The membrane was probed with primary 

antibodies (1:1000 dilution) in antibody dilution buffer (1:1 TBST blocking buffer and 1X 

TBST) overnight at 4 °C. The following antibodies were used for immunoblotting: UBE3A 

(1:1000; E8655, Sigma-Aldrich) and GAPDH (1:3000; 5174S, Cell Signaling 

Technology). After primary antibody staining, the blot was washed in triplicate with TBST 

and incubated for 1 h with secondary antibody (1:10,000 dilution of IR Dye 800 anti-mouse 

IgG and IR Dye 680 anti-rabbit IgG, Li-cor Biosciences, Lincoln, NE) in antibody dilution 

buffer. After a final triplicate wash with TBST, the blot was visualized using the Odyssey 

CLx imaging system (Li-cor Biosciences, Lincoln, NE). 
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4.2.7 Quantitative Reverse Transcription Polymerase Chain Reaction 

 Samples for PCR were lysed in RLT buffer (Qiagen) + 0.1% β-mercaptoethanol 

and total RNA was extracted using the RNeasy mini kit (Qiagen) and RNase-free DNase 

set (Qiagen) following the manufacturers protocol. Total RNA concentration was 

determined using the Nanodrop 8000 spectrophotometer (Thermo Fisher Scientific, 

Waltham, MA) and reverse transcription was performed using the High Capacity cDNA 

Reverse Transcription kit (Applied Biosystems) using up to 2 µg of RNA as a template. 50 

ng of the resulting cDNA product was subjected to duplex PCR reactions using Gene 

Expression Master Mix (Applied Biosystems, Waltham, MA) containing Taqman primers 

for Ube3a (Cat# Mm00839910_m1), Ube3a-ATS (Cat# Mm02580988_m1) and 

housekeeping gene GAPDH (Cat# Mm99999915), all primers are from Applied 

Biosystems). Real-time PCR reactions were performed on the Via7 Real-time PCR system 

(Thermo Fisher Scientific, Waltham, MA) using the following thermocycling conditions: 

2 min at 50 °C, 10 min at 95 °C, followed by 50 cycles of 15 s at 95 °C and 1 min at 60 

°C. Relative gene expression levels of Ube3a and Ube3a-ATS were calculated using the 

ddCt algorithm. 

4.2.8 Surgeries and Local Field Potential (LFP) Recordings 

 Mice were surgically implanted with depth electrodes targeting layer IV of primary 

visual cortex 4-7 days after ASO administration (~P42). Primary visual cortex was chosen 

to replicate and extend the delta phenotype observed previously in Sidorov et al. (2017). 

Mice were anaesthetized with 2% isoflurane and placed in a stereotaxic frame (David Kopf 
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Instruments). A steel headpost was affixed to the skull anterior to bregma using 

cyanoacrylate glue. Burr holes (< 0.5 mm) were then drilled in the skull over binocular V1 

(3.2 mm lateral of lambda). Tungsten electrodes (FHC, Bowdoinham, ME, US), 75 μm in 

diameter at their widest point, were implanted in each hemisphere, 450 μm below cortical 

surface. Reference electrodes consisted of 000-120 CS screws inserted into the skull 

touching dura located over prefrontal cortex. Wires extending from the electrodes were 

connected to female gold pins and inserted into a plastic pedestal connector (MS363 

PlasticsOne, Roanoke, Va). Finally, dental cement (C&B Metabond, Parkell Inc., 

Bentwood, NY) was applied to form a stable, protective head-cap. Recordings were 

performed using a Tucker-Davis Technologies (TDT) R25D system at ~3K sampling rate. 

Mice were head-fixed for all recording sessions viewing a full-field gray screen in an 

enclosed dark, quiet environment. They were habituated to this environment for 2 

consecutive days, at 15 minutes per session, after-which recordings were acquired during 

three consecutive daily 15-minute sessions for at least 2 weeks post ICV infusion and then, 

for a portion of mice, recorded weekly thereafter.  

4.2.9 Mouse LFP data analysis 

 LFP analyses were performed with the experimenter blinded to treatment and 

genotype. Power spectra were calculated for each hemisphere using the Chronux software 

package (Bokil et al., 2010) in MATLAB (Mathworks) for the last 10 minutes of the ~15 

minute recording session and averaged across hemispheres (5 tapers, time bandwidth 

product of 3, using 5 second windows with a 1 second overlap). A custom algorithm was 
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used to remove recordings from channels with noisy LFPs, in some cases due to damage 

to the electrode. Delta activity was measured as the peak activity between 1 and 5Hz. 

 To examine model performance in the AS mouse model, we applied the natural 

history model developed with the human data to the longitudinal mouse LFP recordings. 

To estimate the model parameters for the mouse data, for each control ASO-treated mouse, 

pairs of longitudinal recordings were defined using all possible combinations of subsequent 

recordings, resulting in 6 to 21 longitudinal pairs per mouse, and 546 total longitudinal 

pairs.  

 We then applied the natural history model to estimate a treatment effect in Ube3a-

ATS ASO-treated versus control ASO-treated mice. To do so we compared the distribution 

of model residuals for the Ube3a-ATS ASO-treated and control ASO-treated mice. We note 

that because electrode implantation interferes with subsequent ICV injections (due to the 

required use of dental cement on the skull), we did not have pre-treatment delta power 

values in the Ube3a-ATS ASO-treated mice. Therefore, to compute the model residual for 

an ASO-treated mouse, we selected (randomly) the delta power value from a mouse in the 

youngest control ASO-treated group and used the ASO-treated mouse’s subject-specific 

variance to predict the delta power value of the ASO-treated mouse at all subsequent ages. 

We repeated this procedure to compute the model residuals for each Ube3a-ATS ASO-

treated mouse at all subsequent visits. We applied the same procedure to compute the 

model residuals for the control ASO-treated mice, while excluding pairing of the same 

mouse at both visits. To compute a treatment effect size for each postnatal week, we 

computed the difference in the median residuals of the Ube3a-ATS ASO-treated mice and 
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the control ASO-treated mice. We repeated this entire procedure 10,000 times to generate 

a distribution of treatment effect sizes for each postnatal week.  

 To test the null hypothesis of no difference in median residuals between Ube3a-

ATS ASO-treated and control ASO-treated mice, we implemented a resampling procedure. 

Under the null hypothesis of no difference between groups, we first created a combined 

group including both the control ASO-treated (n=26) mice and Ube3a-ATS ASO-treated 

(n=15) mice at week 2 (approximately postnatal day 49). Then, from this list, we selected 

randomly (without replacement) two pseudo-groups of mice to represent pseudo-control 

ASO-treated (n=26) and pseudo-ASO-treated (n=15). We repeated this entire procedure 

10,000 times to create distributions of treatment effect size for each week, assuming no 

difference between groups. To test our hypothesis that Ube3a-ATS ASO-treated mice 

would have larger positive residuals compared to control ASO-treated mice, we compared 

the observed and resampled distributions of treatment effect size at each week using a one-

sided t-test with significance at p<0.05. 

4.2.10 Statistical analysis for Ube3a mRNA upregulation and model residuals 

 To assess the correlation between the relative Ube3a mRNA upregulation and the 

model residual, we utilized the natural history model to compute residuals for mice at Week 

7 and compare them to measured Ube3a mRNA levels obtained in the same mice at Week 

8, in both control ASO-treated (n=8) and Ube3a-ATS ASO-treated (n=4) mice. To compute 

model residuals, for each Week 7 mouse, we compared the predicted and observed delta 

values using a randomly selected control ASO-treated mouse at Week 2. We then matched 



 

 

122 

this residual with the Ube3a mRNA measurements from the same mouse. We repeated this 

procedure for all 12 mice with Ube3a mRNA measurements at Week 8 We then performed 

linear regression to estimate the slope from a dataset of 12 samples. We repeated this entire 

procedure 1000 times (each using randomly selected control ASO-treated mouse at Week 

2) to create a distribution of slope estimates.  

4.3 Results 

4.3.1 Delta power estimates are stable over a 24-hour period within an individual 

 Spectral estimates from scalp EEG are highly variable within individuals over the 

course of years (Frohlich et al., 2019; Ostrowski et al., 2021). To assess the stability of 

delta power estimates over shorter time intervals, we compared delta power estimates using 

increasing data sample sizes, randomly selected from one-second intervals in 5 AS patients 

with 24-hour continuous recordings (see Methods). As the amount of data increases, the 

standard error decreases at a rate of approximately 1/√𝑥 (Figure 4.1). When the sample 

size exceeds 8 minutes, the SEM plateaus and remains less than 0.009 (95% CI [0.008, 

0.01]). Therefore, we conclude that delta power estimates are stable over the course of a 

24-hour period and can be reliably estimated from just 8 minutes (i.e., 480 one-second 

samples) of EEG data. 
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Figure 4.1: Only a few minutes of EEG data are needed to estimate delta power with high 

precision.  

The black line represents the standard error of the mean (SEM) in the estimate of relative 

delta power calculated on a given amount of data and shaded bars represent 95% 

confidence. Red line indicates 8 minutes of data. 

 

4.3.2 Delta power at a future visit can be reliably predicted from a longitudinal natural 

history model 

 We use the human longitudinal dataset to estimate parameters in a natural history 

model of delta power in AS to predict delta power at a future visit. To do so, we constructed 

a linear regression model with three predictors: delta power at the initial visit, log10(age) at 

the first visit (Chu et al., 2014; Sidorov et al., 2017), and elapsed time between visits (the 

IVI). Because the data consist of multiple longitudinal observations from repeat subjects, 

we include a random intercept to allow inter-subject variability in baseline delta power, for 

example due to genotype (Frohlich et al., 2019). The final natural history model is (Figure 

4.2A): 

𝐷𝑒𝑙𝑡𝑎𝑉𝑖𝑠𝑖𝑡 2 ~ 𝐷𝑒𝑙𝑡𝑎𝑉𝑖𝑠𝑖𝑡 1 + 𝑙𝑜𝑔10(𝐴𝑔𝑒𝑉𝑖𝑠𝑖𝑡 1) + 𝐼𝑉𝐼 + (1|𝑆𝑢𝑏𝑗𝑒𝑐𝑡). 

Fitting this model, we find that each predictor is significant: (log10(age), effect size -0.096, 
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95% CI [-0.215, -0.116], p=0.005; IVI, effect size -0.016, 95% CI [-0.029, -0.0016], 

p=0.029; Table 3). Delta power at the first time point (visit) is the strongest predictor; for 

every unit increase in delta power at the first time point, there is a 0.33 unit increase in 

delta power at the second time point (95% CI [0.17, 0.49], p<1e-4). We note that including 

genotype in the model did not improve model fit. 

 

Figure 4.2: Natural history 

model overview.  

(A) Schematic of variables 

included in the natural history 

model: a. Delta power at visit 

1; b. Delta power at visit 2; c. 

Age at visit 1; d. Inter-visit 

interval (IVI); e. Random 

intercept.  

(B) Schematic of procedure 

to detect treatment effect. Using the natural history model, generate an estimate of delta 

power at visit 2 (model prediction) and compute the difference between predicted and 

observed delta power at visit 2 with (orange) and without (blue) treatment to compute the 

treatment and control residuals, respectively. 

 
 

Parameter estimate p-value 

log10(AgeVisit 1) -0.096 0.005 

IVI -0.016 0.029  

DeltaVisit 1 0.33 6.40e-05 

Table 3: Natural history model parameter estimates and p-values.  

Delta power at a return visit depends on age, inter-visit interval (IVI), and delta power at 

prior visit. 
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4.3.3 Power to detect a deviation from the natural history model following treatment 

 An accurate natural history model can be used to identify a deviation from the 

expected natural history due to treatment, i.e., a treatment effect. Delta power is abnormally 

increased in AS (Frohlich et al., 2019; Martinez et al., 2020; Sidorov et al., 2017) and 

higher delta power correlates with more severe disease (Frohlich et al., 2019; Ostrowski et 

al., 2021); therefore, we expect effective treatment to reduce delta power (illustration in 

Figure 4.2B). To determine if delta power is significantly reduced beyond the expected 

natural variability for an individual subject, the model-predicted delta power can be 

compared to the observed delta power at a future visit. To test the hypothesis that treatment 

impacts delta power beyond natural variability, we compare the residuals, or deviations 

from the model, of the simulated control and treatment groups. We expect a treatment effect 

that reduces delta power would result in significantly larger model residuals in the 

simulated treatment group compared to the simulated control group (Figure 4.2B). 

 To determine the sensitivity of the natural history model to detect a difference 

between groups, we simulate power calculations based on varying sample sizes and 

treatment effect sizes. To illustrate this simulation procedure, we consider a theoretical 

control group (n=50 subjects) and a simulated treatment group (n=50 subjects, see 

Methods). For the treatment group, we simulate varying treatment effects and sample sizes. 

For example, if we assume that treatment results in a 0.1 decrease in the observed delta 

power, using the longitudinal natural history model, we find larger residuals in the 

treatment group compared to the control group in this example, as expected (effect size 

0.11, 95% CI [0.08, Inf], p<1e-8, Figure 4.3A,B). Repeating this simulation for different 
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effect and sample sizes (Figure 4.3C), we conclude we can detect with 80% power a 

treatment effect size of 0.064 relative delta power in a sample of 25 patients per group, 

0.046 in a sample of 50 patients per group, 0.033 for 100 patients per group, and 0.027 for 

150 patients per group. 

 

Figure 4.3: Simulation of model implementation. 

 Example simulation (A-B) where the effect size of the treatment group is a 0.1 reduction in 

delta power. (A) Predicted values from the model versus the observed values of delta 

power at visit 2 for the control (orange) and treatment simulated data (blue). (B) 

Histograms of the corresponding control and treatment residuals. Black dashed lines 

indicate mean residuals of each group. Black arrow indicates the difference between mean 

residuals of each group, i.e., the treatment effect. (C) Power to detect a treatment effect 

versus treatment effect size when sampling 25, 50, 100 and 150 patients per group. Black 

dashed line indicates 80% power. 

4.3.4 The natural history model of delta activity detects deviations in delta power in 

ASO-treated AS mice 

 To determine whether the Ube3a-ATS ASO was able to correct abnormal delta-like 

(1-5Hz) oscillations, AS mice were injected with a single ICV infusion of either the non-

targeting control ASO or the Ube3a-ATS ASO (500 ug) at postnatal day 35 (P35). WT 

mice only were injected with the control ASO. LFP recordings in the visual cortex were 

obtained weekly from 2 weeks through 8 weeks post ICV infusion (WT Control ASO 

(n=28), AS Control ASO (n=26), AS Ube3a-ATS ASO (n=15)). On visual inspection, delta 
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power in AS control-treated ASO mouse models decrease with age, consistent with prior 

reports (Sidorov et al., 2017) (Figure 4.4 orange). Direct comparisons of delta power did 

not detect a significant difference between AS Ube3a-ATS ASO mice and AS control ASO 

mice for any post treatment week (one sided t-test, p>0.05) except at week 7 (p<1e-2, 

Figure 4.4). 

 To assess the ability of the natural history model to detect treatment effects in the 

mouse data, we first estimated model parameters on all available longitudinal data from 

the AS mice treated with control ASO (see Methods). Doing so, we found trends in all 

three predictors consistent with analysis of the human data; relative delta power at 

recording 2 increased with delta power at recording 1 (effect size 0.06, 95% CI [-0.02, 

0.14], p=0.14), and decreased with log10(age) (effect size -255.1, 95% CI [-572.2, 62.1], 

p=0.11) and IVI (effect size -40.44, 95% CI [-75.73, -5.15], p=0.02). 

 To assess the impact of treatment, we compared model residuals for control ASO-

treated and Ube3a-ATS ASO-treated mice using a resampling procedure (see Methods; 

Figure 4.5A). We computed the treatment effect (i.e., median residual difference; Figure 

4.5B) between the control ASO-treated and Ube3a-ATS ASO-treated mice for each age 

following treatment (example in Figure 4.5C) and compared to a null distribution (Figure 

4.5D). We found a significant treatment effect for all ages lasting through the 8 weeks 

observed, with the strongest treatment effect present at age week 7, corresponding to 7 

weeks after treatment. We conclude that the natural history model can detect a significant 

and long-lasting treatment effect in Ube3a-ATS ASO-treated mice compared to control 

ASO-treated mice.  



 

 

128 

 

Figure 4.4: Longitudinal mouse LFP data.  

Boxplots of delta power across age per group at each time point: mice with AS that did 

received control ASO treatment (orange), mice with AS that received Ube3a-ATS ASO 

treatment (blue), and wild-type mice (green). The filled marker (red) represents the 

progression of an example control ASO-treated mouse across weeks. The median of each 

group is indicated by a horizontal line. Using cross-sectional measures, no difference in 

delta power can be detected between control treated AS mice and Ube3a-ATS ASO treated 

AS mice at any week (p>0.05) except week 7 (p=0.0016). Control treated animals have 

higher delta values than wild type at each week (p<0.01). ASO-treated animals have 

higher delta values than wildtype at each week (p<0.01), except week 4 (p=0.2).  
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Figure 4.5: Application of natural history model to mouse model of AS.  

(A) Example of predicted versus observed delta power values at visit 2 from one prediction 

iteration of the resampling procedure corresponding to Week 7 post-treatment after 

Ube3a-ATS ASO (blue) or control ASO (orange) treatment.  

(B) Corresponding example histogram of Ube3a-ATS ASO treatment and control ASO 

residuals. Dashed lines indicate the median residual of each group. The distance between 

the dashed lines is the treatment effect (𝜇𝑉2 𝐻𝑧⁄ ).  

(C) Example histogram of estimated treatment effect at Week 7 post-treatment from 10,000 

iterations.  

(D) Treatment effect size versus age. Black circles (error bars) are mean (95% confidence 

bounds) of treatment effect at each age. Red circles (error bars) are the treatment effect 

between two groups under null hypothesis. 

4.3.5 Unsilencing of the Ube3a paternal allele with a Ube3a-ATS ASO in AS mice 

 To assess Ube3a unsilencing in vivo, we compared the levels of Ube3a-ATS and 

Ube3a mRNA by qPCR in cortical tissue 8-weeks after treatment with control ASO or 

Ube3a-ATS ASO (500 ug) in WT (n=4 control ASO) or AS mice (n=10 control ASO; n=4 
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Ube3a-ATS ASO). We observed a ~70% reduction in Ube3a-ATS with the Ube3a-ATS 

ASO compared to control ASO treated mice at 8-weeks post-ASO administration. In a 

subset of mice, this level of Ube3a-ATS knockdown corresponded to ~2-fold increase in 

Ube3a mRNA levels compared to AS control ASO treated mice and levels that were ~50% 

of WT control ASO treated mice (Figure 4.6A). To understand the correlation between 

Ube3a mRNA and protein levels, we next quantified (by western blot) UBE3A protein 

levels in cortex in a subset of mice used for the RNA quantification at 8-weeks after ASO 

administration. After Ube3a-ATS ASO administration, UBE3A protein levels were 44% of 

WT control ASO-treated mice (~2-fold increase compared to the AS control-ASO group) 

8-weeks post-ASO (Figure 4.6B). We conclude that Ube3a-ATS ASO ICV infusion 

successfully increases cortical UBE3A protein levels in AS mice.  

4.3.6 Increased model residuals correlate with increased Ube3a mRNA production 

 To assess correlation between the relative Ube3a levels and the model residuals, 

we utilized the direct measures of Ube3a mRNA available for Ube3a-ATS ASO treated 

(n=4) and control ASO treated mice (n=8). We then implemented a resampling procedure 

(controlling for the small sample size, see Methods) to estimate the slope relating the model 

residuals and the relative Ube3a mRNA levels. We found a positive relationship between 

relative Ube3a mRNA and the model residuals (mean(std) slope = 29.17(0.73), standard 

error = 0.02), all fitted slopes are positive with p<0.001, Figure 4.6C,D). We conclude that 

larger deviations from the natural history of delta power correlate with increased relative 

Ube3a expression.  
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Figure 4.6: Unsilencing of the Ube3a paternal allele with a Ube3a-ATS ASO in AS mice leads 

to increase Ube3a mRNA and UBE3A protein and correlation to model residuals.  

(A) Ube3a-ATS RNA levels (normalized to Wild-Type (WT) control) after treatment with a 

non-targeting control ASO (orange) or a Ube3a-ATS ASO in Wild-type or Angelman 

syndrome (AS) mice. Mice were ICV dosed at P35 and cortical tissue was collected at 8-

weeks post-ASO treatment. (Ube3a-ATS: WT Control ASO = 100 ± 3%, n = 4; AS 

Control ASO = 113 ± 8%, n = 10; AS Ube3a-ATS ASO = 30 ± 8%, n = 4) (left). Ube3a 

mRNA levels (normalized to WT control) after control or Ube3a-ATS ASO treatment 

(WT Control ASO = 100 ± 1%, n = 4; AS Control ASO = 22 ± 2%, n = 10; AS Ube3a-

ATS ASO = 50 ± 11%, n = 4) (middle). UBE3A protein levels. UBE3A signal intensity 

was quantified relative to GAPDH (Ube3a: WT Control ASO = 100 ± 8%, n = 3; AS 

Control ASO = 17 ± 1%, n = 3; AS Ube3a-ATS ASO = 44 ± 8%, n = 3) (right). Each 

group (Ube3a mRNA, Ube3a-ATS RNA and UBE3A protein) was normalized to its own 

respective WT control group.  

(B) Western blot from WT and AS mouse cortical tissue.  

(C) Example model residuals (red dots) and Ube3a mRNA expression (normalized to WT 

control) and the linear fit to these data (mean, black line; gray shaded region, 95% 

confidence intervals).  

(D) Histogram of estimated slopes from all resamples. 
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4.4 Discussion 

 As potentially disease-modifying therapies are on the horizon for AS patients, 

reliable methods to measure and detect treatment response are needed. Here, we utilized a 

large database of longitudinal EEG recordings from AS patients and to develop a natural 

history model of delta power in this disorder. As demonstrated in simulation, the model 

allows estimation of the populations required to detect treatment effects of various sizes on 

delta power for use in clinical trial planning. We also validated the therapeutic utility of 

this model in showing that it can detect deviations in delta power in a mouse model of AS 

following Ube3a-ATS ASO treatment compared with mice treated with a control ASO. 

These results support utilizing non-invasive measures of delta power to demonstrate target 

engagement and potential treatment effect in human clinical trials in AS. 

 Abnormally increased delta power is a consistent electrophysiologic phenotype of 

AS across species that shows promise to provide a meaningful biomarker for treatment 

efficacy. One challenge in employing this biomarker in clinical trials is that delta power 

varies dramatically across subjects and with age (Frohlich et al., 2019; Ostrowski et al., 

2021). Here, we showed that stable estimates of delta power can be obtained from less than 

10 minutes of EEG data. We then used a large longitudinal human dataset to develop a 

natural history model of delta power and showed that an individual’s future delta power 

values could be predicted using readily available non-invasive clinical data (e.g., delta 

power at a previous visit, age, and IVI). By including the prior delta power estimates and 

a random intercept, the longitudinal model controls for specific variations in baseline delta 

power due to genotype and disease severity and reduces noise due to intersubject 
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variability. Noise is further reduced in our longitudinal model by accounting for the known 

impact of IVI and interaction of age:genotype on delta power. This model then can be used 

to identify deviations in delta power outside of the expected natural history with confidence 

and thereby identify a significant treatment effect.  

 Using the natural history model, we performed power calculations to characterize 

the effect sizes and sample sizes needed to identify a treatment effect. We showed by 

simulation that in a sample of approximately 50 treated and 50 untreated AS patients, a 

decrease in delta power of only .046 could be detected with 80% confidence. This reduction 

in delta power corresponds to an increase in the raw score of the cognitive domain of the 

Bayley Scales of Infant and Toddler Development, 3rd edition (Ostrowski et al., 2021) of 

only 0.6 points. We conclude that small deviations in delta power, potentially signaling a 

treatment effect, can be detected by the model, even when below the threshold of detection 

on a performance-based test.  

 Several groups have reported promising approaches to reinstate Ube3a expression 

by unsilencing the paternal allele using an ASO treatment in mouse models of AS (Meng 

et al., 2015). Similar to these reports, we found that Ube3a-ATS ASO treatment correlated 

with increased Ube3a expression. Using our natural history model of delta power, we were 

able to both detect a persistent treatment effect following Ube3a-ATS ASO treatment and 

found that the changes in delta power correlated with Ube3a expression. These differences 

were not reliably detected using direct comparisons, but by controlling for variations 

expected with age, IVI, and between subjects, the longitudinal natural history model had 

the power to detect a significant treatment effect between the treated and control groups, 
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beyond changes expected with the natural history. The mice data analyzed here were 

limited by requiring us to implement model predictions between different individual mice, 

as in a cross-sectional dataset. If longitudinal data were available, we would expect the 

model to be even more sensitive to detect a treatment effect between groups. Additionally, 

Ube3a-ATS ASO treatment has been shown to result in a sustained increase in Ube3a 

expression up to four months after treatment, corresponding to improved synaptic plasticity 

and cognitive functions (Meng et al., 2015). The longitudinal model developed herein 

enables testing for and detection of a treatment effect at any IVI post treatment, thus 

enabling detection of peak effects and duration. Future work evaluating the natural history 

of delta power across the entire lifespan in AS mouse models, including early development, 

may be helpful to elucidate the impact and duration of Ube3a-ATS ASO treatment at 

different ages.  

 With many potentially disease-modifying treatments for AS in development, we 

introduce a natural history model and statistical procedure to utilize deviations from 

expected measurements of delta power as a sensitive indicator of target engagement and 

possible treatment efficacy. Measures of UBE3A expression in mouse models can be done 

by directly assaying neuronal tissue. Estimates of UBE3A neuronal levels in humans may 

be performed indirectly through cerebrospinal fluid (CSF) sampling using lumbar 

puncture. A reliable EEG biomarker to complement CSF data would reduce the need for 

invasive procedures and would enable multiple repeated measures for longitudinal 

observations. We find that delta power provides a simple, non-invasive alternative to 

invasive UBE3A measurements. Future work to validate the relationship between delta 
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power and UBE3A expression after effective treatment in humans with AS would secure 

delta power as a mechanistic biomarker to gauge both target engagement and therapeutic 

response in clinical trials. 
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5 CHAPTER FIVE 

Conclusion 

 In this dissertation, we addressed various computational challenges when analyzing 

brain data in three different translational neuroscience applications. Using disease inspired 

methodology and developing interpretable models, we tested hypotheses underlying the 

mechanisms of brain dysfunction. Here we summarize the contributions of this dissertation 

to biomarker discovery and statistical modeling in elucidating the neural mechanisms of 

disease and providing potential avenues for treatment. 

5.1 Innovation and Impact 

5.1.1 Disease inspired methodology 

 In studying Rolandic epilepsy and Angelman syndrome, we encountered a common 

problem in neural data analysis: limited signal in the presence of highly variable data. Data 

are limited due to the nonstationarity of brain activity and the fact that spontaneous activity 

restricts analysis to one trial (Cohen, 2014). Brain rhythms are also highly dynamic and 

variable within and between subjects to support the diversity of brain functioning (Buzsáki, 

2006; Chu et al., 2014). These facts in tandem lead to statistically underpowered models. 

To address these challenges, we (i) reduced the dimensionality of the models by 

incorporating biological assumptions, (ii) quantified the variability in spectral estimation 

by resampling the data, and (iii) leveraged knowledge of inter-subject variance by 

implementing mixed effects models.  
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 For (i), we incorporated knowledge of biological processes to increase statistical 

power in functional network inference in Chapters 2 and 3. Inferring functional network 

models are limited in statistical power because there are many tests performed (to infer a 

network of size 𝑁 nodes, there can be 𝑁2 tests performed), and uncertainty exists in the 

network measurements themselves (Kramer et al., 2009), thus a priori knowledge is critical 

when employing such techniques. In Chapter 2, we extended a common method of 

functional inference, Granger causality. Granger causal analysis was originally developed 

for application to economic time series but is prevalently used in neuroscience due to its 

utility in determining conditional dependencies between brain regions (Bastos & 

Schoffelen, 2016; Granger, 1969). To increase statistical power in the Granger causality 

model, we adopted methodology from the spike train literature in which spike trains are 

modeled as point processes estimating the probability of spiking as a function of history. 

In Frank et al., (2002) and Eden et al., (2012), the authors used a lower dimensional spline 

basis to estimate the coefficients of the lagged history dependent terms thus reducing the 

number of parameters and permitting longer time lags to be included in the model. This is 

important because in spike trains longer lags account for the refractory period of neurons. 

Similarly, in electrophysiological data, which integrates activity over many neurons, longer 

lags are needed to account for the multiple delays and timescales influenced by neural 

mechanisms, such as, the myelination of connections and distance between regions. Thus, 

by incorporating knowledge of neural signaling, we developed a spline-Granger model that 

more accurately represents neuronal signaling dynamics. In Chapter 3, we developed 

functional network models to understand how Rolandic epilepsy disrupted cognitive 
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function. There are myriad ways to measure functional connectivity (Bastos & Schoffelen, 

2016). However, we refined our analysis to assess coupling in a specific frequency band, 

sigma (10-15 Hz), i.e., the frequency of sleep spindle oscillations, because spindles are 

disrupted in Rolandic epilepsy and support overnight learning and memory (Kramer et al., 

2021). Additionally, in this dataset, we had 324 source-localized electrical recordings, 

meaning potentially 3242 tests per subject. However, we restricted our analysis to a specific 

brain region, the inferior Rolandic cortex, i.e., the affected region of brain in Rolandic 

epilepsy because the disease is focal, greatly reducing the number of tests. In both cases of 

functional connectivity in Chapters 2 and 3, we included biologically motivated 

methodology to increase confidence in our scientific inferences.  

 For (ii), in Chapters 3 and 4, we showed the utility of rhythmic biomarkers, sigma 

and delta power, for Rolandic epilepsy and Angelman syndrome, respectively; however, 

spectral estimates are highly variable across time within and between subjects. To increase 

precision of our sigma and delta power estimates, we used multitaper spectral analysis to 

gain independent samples from the data and more accurately estimate the spectral content 

(Bokil et al., 2010). Additionally, in Chapter 4, we quantified the variability in delta power 

estimates. We used 24-hour recordings from five subjects and resampled different 

durations of activity across the 24-hour period to estimate delta power precision as a 

function of duration of recording. We identified eight minutes as the smallest amount of 

data with sufficiently high precision. By reducing variability in estimates of sigma and 

delta power, we increased confidence when utilizing them as dependent variables in our 

models.  
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 For (iii), we utilized random intercept models in Chapters 3 and 4 to address the 

high variability of behavioral and neural estimates. Instead of removing the correlation 

between data points (via averaging or only using one point per subject, i.e., removing data), 

we modeled the correlation as a random intercept term to leverage the complete dataset. In 

Chapter 3, we used four measures of cognitive function to test our hypothesis that spindle 

rate correlates with cognitive function. One of the tasks was a fine motor task in which we 

had two measurements per patient for each hand’s performance, which we modeled using 

a random intercept to account for baseline differences in subjects. For the other three tasks, 

we only had one measurement per patient, meaning roughly half as many data points as the 

fine motor task. We were still able to detect significant effects with cognitive function in 

these three tasks (p<0.1 for all); however, the strongest effect was in the motor performance 

task (explained 90% of the variance). Additionally, in preliminary analysis, we averaged 

the two data points and only used dominant hand and implemented a linear regression 

model; however, the random intercept model was the most powerful approach5. In Chapter 

4, we also used a random intercept in a longitudinal natural history model fit on patients 

with multiple EEG recording sessions. Delta power is highly variable in subjects with 

Angelman syndrome (Frohlich et al., 2019) thus making tracking changes in delta power 

within individual subjects challenging. However, on average, we were able to detect a 

                                                 

 

5 Approximately only 30% of the variance was explained in simple linear regression modeling only 

dominant hand motor performance or averaging motor performance as a function of spindle rate. 
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decrease in delta, as expected by age in Angelman syndrome (Frohlich et al., 2019) and 

consistent with what is observed in healthy subjects (Chu et al., 2014). The model 

disentangled reductions in delta power due to age and due to efficacious treatment in a 

simulated population of treated subjects and in a mouse model of AS that received an ASO 

treatment. To investigate changes in individual patients, we developed a bootstrap 

procedure to propagate delta measurement error and model error as required when 

computing individual predictions (Kass et al., 2014). However, because of the high 

variability in delta trajectories, detecting a treatment in an individual required a large 

treatment effect, i.e., a large decrease in delta power, and was ultimately unnecessary for a 

clinical trial setting in which a mean effect across a population is sufficient. 

5.1.2 Pathways to understanding disease 

 The primary goal in studying neurophysiological biomarkers is to increase 

understanding of disease and ultimately improve patient outcomes. In this thesis, we 

utilized interpretable models and hypothesis driven questions to understand the 

mechanisms of disease. First, in Chapter 2, we proposed a method that increased statistical 

power and interpretability in building functional network models. Functional network 

models are a useful lens into how disease alters brain connectivity (Bassett & Sporns, 

2017). Second, in Chapters 3 and 4, we studied physiological biomarkers in two specific 

disease applications, Rolandic epilepsy and Angelman syndrome. We built interpretable 

models to make conclusions about how their respective biomarkers are impacted by and 

evolve with disease, identifying these biomarkers as potential therapeutic targets. 
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 In Chapter 2, we developed a statistical modeling approach, spline-Granger 

causality, to help improve understanding of how neuronal signaling is impacted by disease. 

Because the coefficients of the spline-Granger model are in smooth spline basis, the 

magnitude of the coefficients versus time lag are interpretable: large coefficients indicate 

periods during which a signal exerts an influence upon itself, or upon another signal. 

Therefore, via this approach, we can not only infer the strength of coupling, but also the 

temporal relationship between signals. 

 In Chapter 3, we utilized source-localized EEG to characterize the spatial extent of 

the spindle deficits in Rolandic epilepsy. By identifying the specific cortical regions 

implicated by the disease, we can identify specific thalamic circuity, either thalamic nuclei 

or cellular subtypes, that may be malfunctioning and leading to the cognitive deficits and 

seizures (Behrens et al., 2003; Clemente-Perez et al., 2017). Additionally, we developed 

models that indicated that (1) there is a spindle deficit in active, but not resolved epilepsy 

as compared to controls, and (2) as spindles increase, cognitive performance increases. 

This shows a temporal correlation between when the abnormal electrophysiological 

activity (both spindle and spiking activity) and cognitive deficits occur (Kramer et al., 

2021). Additionally, Rolandic epilepsy subjects exhibit reduced white matter connectivity 

in resolution relative to controls (Thorn et al., 2020). In tandem, these results suggest there 

is some evolving corticothalamic circuity that may be driving recovery. Clinically, this is 

important because it points to therapeutics that can restore healthy spindle activity and 

potentially hasten resolution of the cognitive comorbidities.  
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 In Chapter 4, we developed a procedure to detect the effect of a therapeutic on delta 

activity in Angelman syndrome. Because the model can distinguish changes in delta power 

due to age and due to treatment, we can directly interpret the impact of the drug on the 

neural activity, i.e., the treatment effect. For example, because we know delta power and 

cognition are inversely related as measured by the cognitive domain of the Bayley Scales 

of Infant and Toddler Development (Ostrowski et al., 2021), we can interpret the treatment 

effect in terms of clinically relevant outcomes such as cognitive score. For illustration, if 

the treatment reduces delta power by 0.05, the smallest treatment effect that can be detected 

by our proposed model in a sample of 50 patients with 80% confidence, this indicates a 

one point improvement in Bayley cognitive score. Additionally, in order to see a cognitive 

improvement relative to the difference between a deletion and non-deletion subject for a 

ten-year-old, a much larger reduction of delta power, 0.68, is needed. Finally, we applied 

this procedure to a mouse model of Angelman syndrome who received Ube3a-ATS ASO 

treatment and found that larger deviations from our model, i.e., treatment effect, correlated 

with increased UBE3A expression, suggesting some potential mechanistic relationship 

between UBE3A and delta activity. 

5.2 Future Directions 

 Neurophysiological biomarkers are enormously useful in that they reflect the 

dynamic aspects of the brain, measuring disease severity and progression. Here in this 

thesis, we have demonstrated how the EEG biomarkers, spindle rate and delta power, can 

be used to measure cognitive symptoms and disease state in Rolandic epilepsy, and to track 

disease course in Angelman syndrome. Neurophysiological biomarkers are dynamic by 
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definition and while we have addressed the evolution of both to some extent, more 

formalized approaches could be used to characterize spatiotemporal dynamics. In Rolandic 

epilepsy, we found that spindle deficits resolved with seizure resolution and correlated with 

cognitive deficits in a cross-sectional cohort of subjects, suggesting compensatory changes 

in the brain are driving resolution of spindle and cognitive deficits. Future longitudinal 

studies could help determine the exact time course of spindle rate resolution in relation to 

resolution of cognitive deficits within subjects to confirm our findings. Additionally, while 

we characterized to some extent the temporal dynamics of spindle rate in the inferior 

Rolandic cortex by estimating the co-occurrence of spindles, we observed a broader 

distribution of spindle deficits across cortex. Future work building a spatiotemporal model 

to characterize these dynamics across cortex would be useful in understanding how spindle 

production evolves spatially during sleep. Similarly, in Angelman syndrome, we studied 

how delta power changed across sessions on the timescale of days, months, weeks, and 

years, but we did not study how delta power evolved within an EEG recording session. 

Delta activity in Angelman syndrome has been reported to have unique temporal dynamics, 

exhibiting either “bursty” behavior or long runs of moderate to high amplitude slow waves. 

Furthermore, bursts of “notched” delta, when delta activity coincides with epileptic spikes 

or sharp waves, are a common characteristic of Angelman syndrome. Throughout 

childhood, delta activity becomes more regular and synchronous as well as having an 

increased incidence of notched delta activity (Korff, Kelley, & Nordli, 2005; Valente et al., 

2003). Characterizing the evolution of delta activity in relation to cognitive symptoms may 

help identify potential mechanisms underlying poor cognition in Angelman syndrome. 
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 Finally, we have demonstrated two examples of links between the lack of healthy 

brain rhythms and cognitive decline, leading to the fundamentally important question: is it 

sufficient to restore healthy brain rhythms to resolve cognitive comorbidities in disease? 

Auditory stimulation during sleep has been shown to increase production of sleep spindles 

(Antony & Paller, 2017) and suggests a potential therapeutic avenue for the cognitive 

symptoms of Rolandic epilepsy. In Angelman syndrome, ASO treatments have been shown 

to restore healthy levels of UBE3A expression and delta activity in mouse models. If these 

treatments improve brain rhythms, which in turn improve cognitive function in humans, 

then this suggests potential therapeutic avenues addressing the restoration of brain activity 

directly. Future work would help characterize the temporal relationship between 

restoration of healthy neural activity and cognition in Angelman syndrome and Rolandic 

epilepsy. 
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